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Abstract

In this article, we consider the model problem of the Laplace equation in a domain with
a thin layer on a part of its boundary. The singularities appearing where boundary conditions
change deteriorates the efficiency of the classical impedance condition used to replace the
layer. Modified impedance conditions are proposed, which lead to some improvements in the
error estimates.

1 Introduction

Problems involving materials with thin structures arise in various application fields. This is the case
for the analysis of mechanical properties of thin rods, beams, plates, or shells for which reduced
models are derived, allowing to deal with lower dimensional geometries without thickness. We
will focus in this paper on problems where the thin structure lies around another material, or
inside materials, and has significantly different properties. We have in mind a large variety of
applications. In mechanical engineering, the study of the properties of composite materials is a
critical issue, see [29, 30], with the reinforcement by thin fibers or layers. Situations where two
materials are glued together enter this scope as well, see e.g. [31]. For electromagnetism, thin
dielectric layers appear in many situations, see for example [34] for the eddy current problem
in the context of copper deposites on tubes, or [55] for the skin effect problem, which has strong
connections with thin layers. Biological tissues often involve thin parts, see [42] for a mathematical
and numerical study of the electromagnetic field around and inside a biological cell, or [20] for
the description of the diffusion Magnetic Resonance Imaging signal in biological tissues. Thin
films are good examples as well, and various models have to be considered depending on their
nature and size, see [47] and the references therein for falling films, or [50] for an electrochemical
situation. We can mention large scale applications in geophysics, where the earth crust may be
considered as a thin layer, see [15, 45]. This list is not exhaustive and many other applications
could be cited.

The common issue raised by such problems is the following. If we completely omit the thin
layer in the (analytical or numerical) study, the obtained solution may significantly differ from
the expected one. On the other hand, incorporating directly the thin layer generally prevents from
analytical results, and leads to serious difficulties in the numerical simulations. Indeed, the dis-
cretization of the domain needs a local refinement at the scale of the layer, and due to the number
of degrees of freedom, the computation can become cumbersome, especially for three-dimensional
∗This article has been partially supported by the Projects ARAMIS (ANR-12-BS01-0021) and OPTIFORM (ANR-

12-BS01-0007).
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problems. An alternative solution consists in replacing the initial transmission problem with an
approximate model, where the thin layer no longer appears, but is replaced with a suitable ap-
proximate boundary condition – or approximate interface condition, depending whether the layer
lies inside or around the medium – also referred as to effective boundary condition (or impedance
condition in electromagnetics).

This strategy has generated a large amount of mathematical studies for both the derivation,
the justification, and the analysis of such approximate boundary conditions. During the nineties,
many geometrical situations have been investigated, from the simplest problem of a layer with
uniform thickness around a material [28, 11], or non-uniform thickness layers [5], to the more
general case of periodically oscillating layers [3, 38] (wall laws for flows over rough surfaces)
or [6] (scattering by thin periodic coatings). Likewise, different models have been considered:
stationary Laplace-Dirichlet and Helmholtz problems in [28, 11], harmonic Maxwell equations
in [28, 5], time dependent Maxwell problem in[35], Stokes system in [3, 38]. Let us finally men-
tion some works which directly consider the thin layer problem, and develop adapted numerical
strategies [32, 19], and a nice paper on the problem of optimizing the thickness function [2].

The subject still generates active research activities. Let us mention [1, 10, 14] for mechanical
applications, [12, 48, 42] for electromagnetic problems, [54] for the Stokes system, [40] for the
heat equation, [16, 27] for general purposes. On the other hand, the case of a random thickness has
been investigated, see [9] in the context of rough surfaces, and [22] for a practical application of
approximate boundary conditions to compute moments of solutions of boundary value problems
inside random domains. Let us mention the works [4, 18, 43] on polarization tensor for thin
inclusions of rough layers.

We restrict here ourselves to layers of uniform thickness. For a review on problems with
rapidly oscillating layers, see [44]. See also [26] for an example mixing homogenization and
matched asymptotic expansions.

In the case of non-smoooth geometries, the performance of impedance conditions decreases
drastically. Nevertheless, they are of very common use in electrical engineering, and are often used
for geometries with corners or edges. Users are aware of their limitations, see [37, 49, 46, 7, 53].
In [52], the question of the performance of the impedance condition in the presence of corners has
been rigorously investigated. A positive answer is given for the convergence of the approximate
problem to the transmission one, as the thickness goes to 0. But it is shown that the performance
of the impedance condition is weakened by the presence of corners (the analysis is done for the
two-dimensional Laplace equation). To our knowledge, no mathematical work has been done
since, which describes a method to overcome this difficulty and recover the convergence rate of
the smooth case. The aim of the present paper is to present some improvements in that direction.

2 Outline of the paper

We consider the geometry of Figure 1, where he domain Ωi corresponds to the material, and Ωε
e

the thin layer around a portion of its boundary Γ. The thickness of the layer is small, and we will
assume ε 6 ε0 for some ε0 > 0. We look for a solution uε such that

uε =

u
ε
i in Ωi,

uεe in Ωε
e,
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Figure 1: The domain Ωε = Ωi ∪ Γ ∪ Ωε
e .

satisfying the following transmission problem for the Laplace equation

−α∆uεi = fi in Ωi,

−∆uεe = fe in Ωε
e,

uεi = uεe on Γ,

α∂νu
ε
i = ∂νu

ε
e on Γ,

∂νu
ε
i = 0 on ΓN,

uεe = 0 on ΓD.

(1)

Transmission conditions are set on the inner boundary Γ (dotted line). On the other boundaries ΓN
and ΓD, homogeneous Neumann and Dirichlet conditions are respectively imposed.

The limit problem (ε→ 0) corresponds to the mixed Neumann-Dirichlet problem. The change
of limit condition at the origin implies a lack of regularity of its solution. The splitting into regular
and singular parts is possible thanks to the theory of elliptic problems in corner domains, see [39,
33, 24].

In a smooth situation (i.e. no singularity for the limit solution u0), the following so called
impedance problem has been introduced, see [28, 11] for example :

−α∆vε = fi in Ωi,

∂νv
ε = 0 on ΓN,

vε + αε∂νv
ε = 0 on Γ.

(2)

This problem is posed in the domain Ωi (which has no layer, and does not depend on ε).
Following the steps described in [17] for a similar problem with a corner, we explain in Sec-

tion 3 how to build an asymptotic expansion of its solution uε with respect to the small parameter ε.
This expansion is then exploited in Section 4 to investigate the accuracy of the standard impedance
condition of Robin type (which is valid for smooth situations), i.e. to quantify the error between uεi
and vε. Sections 5 and 6 are devoted to the description of improvements of the impedance prob-
lem (2) in order to obtain a better approximation of the transmission problem (1).

Notation In the following, L2(ω) and Hk(ω) denote the standard Lebesgue and Sobolev spaces
in a domain ω ⊂ R2. For x ∈ R2, we set x = (x, y), and (r, θ) denote the polar coordinates
centered at the origin, such that Γ corresponds to θ = 0.
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Variational formulations – a priori estimates

• The transmission problem (1) is associated with the following variational formulation

Find uε ∈ Vt such that ∀ϕ ∈ Vt,

∫
Ωi

α∇uεi ·∇ϕi +

∫
Ωe

∇uεe ·∇ϕe =

∫
Ωi

fiϕi +

∫
Ωe

feϕe,

where the variational space is given by

Vt = {uε ∈ H1(Ωε) ; uε = 0 on ΓD}.

For given L2-data fi and fe, the Lax-Milgram lemma ensures existence and uniqueness
of uε, together with the a priori estimate (with a constant C independent of ε 6 ε0)

‖uε‖H1(Ωε) 6 C
(
‖fi‖L2(Ωi)

+ ‖fe‖L2(Ωe)

)
.

• The Robin problem (2) is associated with the following variational formulation

Find vε ∈ Vr such that ∀ϕ ∈ Vr,

∫
Ωi

α∇vε · ∇ϕ+
1

ε

∫
Γ
vεϕ =

∫
Ωi

fiϕ,

where the variational space is given by Vr = H1(Ωi). For a given L2-datum fi, the Lax-
Milgram lemma ensures existence and uniqueness of vε, together with the a priori estimate
(with a constant again denoted by C independent of ε 6 ε0)

‖vε‖H1(Ωi)
6 C‖fi‖L2(Ωi)

.

3 Asymptotic expansion of the transmission problem

In a smooth gemetrical framework, thin layer problems are regular perturbation problems. In [11],
a complete asymptotic expansion is built in the case where the thin coating lies on the whole
boundary of a smooth object. This construction is based on the variational formulation of the
problem and leads to suboptimal error estimates, which can be easily improved, see [51, 8].

As already mentioned, in the situation of Figure 1 the limit problem reads
−α∆u0 = fi in Ωi,

∂νu
0 = 0 on ΓN,

u0 = 0 on Γ,

(3)

which is singular near the origin due to the change in the boundary conditions at that point. The
behavior near 0 is precisely described by the theory of corner problems, see [39, 33, 24]:

u0(x) = u0
reg(x) + γχ(x)s(x), (4)

where u0
reg ∈ H2(Ωi), γ ∈ R (singular coefficient), s (first singular function) is given in polar

coordinates by
s(x) =

√
r sin

(
θ
2

)
,

and χ ∈ C∞(R2) is a smooth radial cutoff function:

χ(x) =

1 if |x| < r0,

0 if |x| > r1.
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Figure 2: The infinite domain Ω∞ = Ω∞i ∪ Γ∞ ∪ Ω∞e for the transmission problem.

Compared to the smooth situation, the asymptotic expansion of the solution uε involves a
correction near the corner through a profile K in the scaled variable X = x

ε .
Such a profile satisfies the homogeneous problem with condition at infinity

−α∆Ki = 0 in Ω∞i ,

−∆Ke = 0 in Ω∞e ,

Ki = Ke on Γ∞,

α∂νKi = ∂νKe on Γ∞,

∂νKi = 0 on Γ∞N ,

Ke = 0 on Γ∞D ,

K = s + O
(√
|X|
)

at infinity,

(5)

in the infinite domain of Figure 2 (s is extended by 0 in Ω∞e for the condition at infinity).
It is not straightforward that the profile K involved in the asymptotic expansion is well-defined

by Problem (5). We also need to know precisely the behavior of K at infinity. The useful results
are summarized below.

Proposition 1 (Existence and behavior at infinity for the transmission profile) Problem (5) has
a unique solution. The profile K admits the following behavior at infinity in Ω∞i

Ki(X) = s(X) + l(X) + µ s?(X) +O
(
|X|−

3
2 log2 |X|

)
, (6)

where

• l(X) =
α

2π
√
|X|

(
(π − θ) cos θ2 + log |X| sin θ

2

)
,

• s?(X) =
1√
|X|

sin θ
2 .

The function s? is called dual singular function. The number µ ∈ R is characteristic of the
geometry and the operator (it depends on the transmission coefficient α).

Proof: The existence is based on the weighted variational space

V =
{
v ∈ H1

loc(Ω
∞)) ; ∇v ∈ L2(Ω∞) and v = 0 on Γ∞D

}
,

and the behavior at infinity relies on the Laplace-Mellin transform, see [51].
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The expansion of the solution of the transmission problem can be detailed using the profile K,
emphasizing the dependence in the parameters γ (singular coefficients in the splitting (4) of the
limit solution u0), and µ (coefficient of the dual singular function in the behavior at infinity (6) of
the profile K).

Proposition 2 (Asymptotic expansion for the transmission problem) The solution uε of the trans-
mission problem (1) admits the following asymptotics as ε→ 0

uεi (x) = u0(x) + γχ(x)
√
ε(Ki − s)

(
x
ε

)
+ γεu1,0(x) + γµεu1,1(x) + εu1(x)

+γε log ε u1,2(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
,

uεe(x) = γχ(x)
√
εKe

(
x
ε

)
− εα

(y
ε + 1

)
∂νu

0
reg
∣∣
Γ
(x) +OH1(Ωεe )

(
ε

3
2 log2 ε

)
,

where the terms u1,j and u1 are defined by problems (8) and (10) below respectively.

Proof: Let us describe the construction of the first terms in the asymptotic expansion. The first
remainder after correction is defined by

rε0(x) =

u
ε(x)− u0(x)− γχ(x)

√
ε(Ki − s)

(
x
ε

)
in Ωi,

uε(x)− γχ(x)
√
εKe

(
x
ε

)
in Ωε

e.

It solves the following transmission problem

−α∆rε0,i = f εi in Ωi,

−∆rε0,e = f εe in Ωε
e,

rε0,i = rε0,e on Γ,

α∂νr
ε
0,i = ∂νr

ε
0,e − α∂νu0

reg on Γ,

∂νr
ε
0,i = 0 on ΓN,

rε0,e = 0 on ΓD,

(7)

with

f εi (x) = −αγ
√
ε

(
∆χ(x)(Ki − s)

(
x
ε

)
+

2

ε
∇χ(x) · ∇(Ki − s)

(
x
ε

))
,

f εe (x) = −γ
√
ε

(
∆χ(x)Ke

(
x
ε

)
+

2

ε
∇χ(x) · ∇Ke

(
x
ε

))
.

Since both ∆χ(x) and ∇χ(x) vanish for |x| < r0, we may exploit the behavior of K at infinity to
obtain an expansion of f ε with respect to ε. Indeed, using (6), we obtain for |x| > r0,

(Ki − s)
(
x
ε

)
=
√
ε φ0(x) + µ

√
ε s?(x) +

√
ε log ε φ2(x) +OL∞(Ωi)

(
ε

3
2 log2 ε

)
,

for some explicit functions φ0 and φ2. Similarly for the gradients, we get

∇(Ki − s)
(
x
ε

)
= ε

3
2 F0(x) + µε

3
2 F1(x) + ε

3
2 log εF2(x) +OL∞(Ωi)

(
ε

5
2 log2 ε

)
,

for some (explicit) vector functions F0, F1, and F2. This leads to the expansion

f εi (x) = αγ
√
ε
(√
ε f0(x) +

√
ε log ε f1(x) + µ

√
ε f2(x)

)
+OL∞(Ωi)

(
ε2 log2 ε

)
,
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where the functions f1, f2, f3 can be explicitly expressed thanks to the φj and the Fj . We naturally
define the corrector terms u1,j (j = 0, 1, 2) as solutions to the problems

−α∆u1,j = fj in Ωi,

u1,j = 0 on Γ,

∂νu1,j = 0 on ΓN.

(8)

For the exterior part, a dilation in the vertical direction y is performed in the thin layer. Setting

Y = y
εε0,

(for some fixed ε0 > 0), the operators ∆ and ∂ν become ε20
ε2
∂2
Y + ∂2

x and ε0
ε ∂Y , respectively. Thus,

the first correcting term has the form εU1(x, yεε0) where U1 solves
−∂2

Y U1 = 0 for Y ∈ (0, 1),

∂Y U1 = − α
ε0
∂νu

0
reg for Y = 0,

U1 = 0 for Y = −ε0,

(9)

leading to
U1(x, Y ) = −( Yε0 + 1)α∂νu

0
reg
∣∣
Γ
(x).

The term εU1(x, yε ) implies a contribution in the interior domain as well, denoted by u1, solution
to 

−α∆u1 = 0 in Ωi,

u1 = −α∂νu0
reg on Γ,

∂νu1 = 0 on ΓN.

(10)

Note that the contribution of f εe will be of higher order since ∆ is an operator O(ε−2) in variables
(x, Y ).

To obtain error estimates, we need to build the asymptotic expansion further since the a priori
estimates are not sharp enough. This is a classical procedure for the proofs of convergence in the
sense of asymptotic expansions. We refer to [17] for more details.

4 Accuracy of the impedance condition

The impedance problem with Robin boundary condition admits a similar asymptotic expansion,
whose construction has been sketched in [21]. A profile z has to be introduced, solving the homo-
geneous problem with condition at infinity

−α∆z = 0 in Ω∞i ,

z + α∂νz = 0 on Γ∞,

∂νz = 0 on Γ∞N ,

z = s + O(
√
|X|) at infinity,

(11)

in the infinite domain of Figure 3.
The profile z admits a similar behavior at infinity than K, with another coefficient in front of

the dual singularity s?.
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Figure 3: The infinite domain for the impedance problem.

Proposition 3 (Existence and behavior at infinity for the impedance profile) Problem (11) has
a unique solution. The profile z admits the following behavior at infinity in Ω∞i

z(X) = s(X) + l(X) + λ s?(X) +O
(
|X|−

3
2 log2 |X|

)
. (12)

The number λ ∈ R is characteristic of the geometry and the operator (it depends on the impedance
coefficient α).

Proposition 4 (Asymptotic expansion for the impedance problem) The solution vε of the impe-
dance problem (2) admits the following asymptotics

vε(x) = u0(x) + γχ(x)
√
ε(z− s)

(
x
ε

)
+ εu1,0(x) + γλεu1,1(x) + εu1(x)

+ε log εu1,2(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
,

Proof: The proof is very similar to the proof of Proposition 2. Instead of expanding the term
(K − s)

(
x
ε

)
, we need to expand (z − s)

(
x
ε

)
. In the behavior at infinity of the profile z, the only

difference (up to the remainder in X|−
3
2 log2 |X|) is the coefficient λ, which generically differs

from the coefficient µ. Thus, the fj remain unchanged, and the same terms u1,j are to be defined.
Concerning the term u1, it coincides with its counterpart for the Robin problem by construction of
the impedance condition.

Propositions 2 and 4 make it possible to compare the solutions of the transmission and impedance
problems.

Theorem 5 (Accuracy of the impedance approximation) The solutions uε and vε of Problems (1)
and (2) satisfy

uεi − vε = γ
√
ε (K− z)

(
x
ε

)
+ εγ(µ− λ)u1,1(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
, (13)

with

• ‖
√
ε (K− z)

( ·
ε

)
‖H1(Ωi)

= O(
√
ε),

• ‖
√
ε (K− z)

( ·
ε

)
‖L2(Ωi)

= |µ− λ|O(ε) +O(ε
3
2 ).

This leads to the the following error estimates

‖uεi − vε‖H1(Ωi)
= O(

√
ε), ‖uεi − vε‖L2(Ωi)

= O(ε).

Let us emphasize that, in the smooth case (i.e. where the layer Ωε
e lies on the whole bottom

edge of the square Ωi), the error estimate is O(ε3) for both L2 and H1 norms. The precision of
the impedance condition is harshly decreased in the present situation. Numerical evidence is given
in [52] for corner domains.
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5 Improved impedance conditions

In this section, we present two modifications of the impedance condition to improve the L2-error
estimate.

5.1 Multiscale Robin-type impedance condition

Instead of setting the standard impedance condition vε + αε∂νv
ε = 0 on Γ, we propose the

following impedance problem of Robin type with a variable coefficient of the form
−α∆vε• = fi in Ωi,

∂νv
ε
• = 0 on ΓN,

vε• + εα•
( ·
ε

)
∂νv

ε
• = 0 on Γ,

(14)

where α• is a piecewise linear function coinciding with the constant α far from the origin, see
Figure 4. We seek a value of the parameter ρ• so that the error ‖uεi − vε•‖L2(Ωi)

is of smaller order
than ‖uεi − vε‖L2(Ωi)

as ε→ 0.

x

y

α

ρ•0

cα

Figure 4: The function x 7→ α•(x).

5.1.1 Theoretical justification

The technique used for the classical impedance problem can be used for Problem (14) to obtain the
asymptotic expansion of vε•. Similarly, a profile needs to be introduced, solving an homogeneous
problem in the infinite domain Ω∞i :

−α∆z• = 0 in Ω∞i ,

z• + α•∂νz• = 0 on Γ∞,

∂νz• = 0 on Γ∞N ,

z• = s + O(
√
r) at infinity.

(15)

The profile z• admits a similar behavior at infinity than K and z:

Proposition 6 (Existence and behavior at infinity for the modified Robin impedance profile)
Problem (15) has a unique solution. The profile z• admits the following behavior at infinity in Ω∞i

z•(X) = s(X) + l(X) + λ• s
?(X) +O

(
|X|−

3
2 log2(|X|)

)
. (16)

The number λ• ∈ R depends in particular on the parameter ρ•.

In the asymptotic expansion of vε•, the only difference with respect to vε concerns the profile z•
and its principal characteristic coefficient at infinity λ•.
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Proposition 7 (Asymptotic expansion for the impedance problem) The solution vε• of the mod-
ified Robin impedance problem (14) admits the following asymptotics

vε•(x) = u0(x) + γχ(x)
√
ε(z• − s)

(
x
ε

)
+ εu1,0(x) + γλ•εu1,1(x) + εu1(x)

+ε log εu1,2(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
.

Theorem 5 is merely adapted and we obtain

uεi − vε• = γ
√
ε (K− z•)

(
x
ε

)
+ εγ(µ− λ•)u1,1(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
. (17)

Actually, it is possible to choose ρ• such that λ• = µ, and thus improve the L2-error.

Theorem 8 (Error estimate for the modified Robin impedance condition) There exists ρ• > 0
such that λ• = µ. For this value of ρ•, we have

‖uεi − vε•‖L2(Ωi)
= O

(
ε

3
2 log2 ε

)
.

Proof: We consider the following problem in the bounded domain ΩR obtained by intersecting
Ω∞i with the ball of radius R, and Ω∞e with [x < R], see Figure 5.

−α∆KRi = 0 in ΩR
i ,

−∆KRe = 0 in ΩR
e ,

KRi = KRe on ΓR,

α∂νK
R
i = ∂νK

R
e on ΓR,

∂νK
R
i = 0 on ΓRN ,

KRe = 0 on ΓRD ,

∂νK
R = ∂νs on ΓRa ,

(18)

Note that the condition on ΓRa is an artificial boundary condition, which ensures that KR → K as
R→ +∞.

•
0

ΩR
i

ΩR
e

ΓRN

ΓR

ΓRD

ΓRD ΓRa

ΓRa

R

Figure 5: The bounded domain ΩR = ΩR
i ∪ ΓR ∪ ΩR

e .

The same can be done for the multiscale Robin problem (15), leading to
−α∆zR• = 0 in ΩR

i ,

zR• + α•∂νz
R
• = 0 on ΓR,

∂νz
R
• = 0 on ΓRN ,

∂νz
R
• = ∂νs on ΓRa .

(19)
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Again, we have zR• → z• as R →∞. The coefficients µ and λ• can be approximated by integrals
of KR and zR• on the circular part of the artificial boundary ΓRa :

I•(R) =
2

π

∫ π

0

[
zR• (R, θ)− s(R, θ)− l(R, θ)

]
s?(R, θ) dθ,

I(R) =
2

π

∫ π

0

[
KRi (R, θ)− s(R, θ)− l(R, θ)

]
s?(R, θ) dθ.

We will show the existence of ρ•(R) such that I•(R) = I(R). Thanks to Lemma 9 below, the
mapping ρ• 7→ I•(R) is continuous. It remains to see that I(R) does belong to its range. A
sufficient condition for this is the following

for ρ• = 0, I•(R) > I(R), and for ρ• large enough, I• 6 I(R),

which is satisfied for an appropriate choice of cα, see Lemma 10 and 11 below.
The obtained parameter ρ•(R) ensuring I•(R) = I(R) obviously depends on the radius R. It

can be seen that ρ•(R) is bounded and we can assume – up to a subsequence – that it converges to
some ρ• as R goes to infinity. The uniform convergence of the integrals I•(R) with respect to ρ•
as R→ +∞ allows to conclude that λ• = µ for the obtained value ρ•.

Relying on equation (17), where µ = λ•, we obtain (compare with Theorem 5)

‖uεi − vε•‖L2(Ωi)
= O

(
ε

3
2 log2 ε

)
.

lemma 9 The mapping ρ• 7→ I•(R) is continuous and decreasing.

Proof: We can apply a maximum principle to problem (19) – for general maximum principles
with Robin-type conditions, see [41]. Since the function g is nonnegative, the solution zR• is
nonnegative in ΩR

i .
For ρ• et ρ◦ two given positive real numbers, the difference pR = zR• − zR◦ solves the problem

−α∆pR = 0 in ΩR
i ,

pR + α•∂νp
R = −(α• − α◦)∂νzR• on ΓR,

∂νp
R = 0 on ΓRN ,

1
2Rp

R + ∂νp
R = 0 on ΓRa .

(20)

But zR• = −α•∂νzR• on ΓR, which implies ∂νzR• 6 0 on ΓR. Thus, if α• > α◦, the datum in
Problem (20) is nonnegative, and so is its solution. We have obtained zR• > zR◦ for α• > α◦, which
implies that ρ• 7→ I•(R) is decreasing.

A standard a priori estimate on Problem (20) (via the Poincaré-Friedrichs inequality) gives

‖p‖H1(Ωi)
6 C‖α• − α◦‖L∞(ΓR),

with a positive constant C, which ensures the continuity.

lemma 10 For ρ• = 0, we have I•(R) > I(R).
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Proof: For ρ• = 0, the boundary condition on ΓR is nothing but the classical impedance
condition. We will build an extension of zR• to ΩR to be able to use a comparison principle with Ki.
To this end, we set for x ∈ ΩR

e ,

zR•,e(x, y) = (1 + y)zR• (x, 0)− cy2, (21)

with a constant c to be adjusted. Obviously, for y = 0, we get

zR•,e(x, 0) = zR• (x, 0) and ∂yz
R
• (x, 0) = zR• (x, 0) = −α∂νzR• (x, 0),

which are the natural transmission conditions across ΓR. Setting q = zR• − KR, the function q
solves the following transmission condition

−α∆qi = 0 in ΩR
i ,

−∆qe = fe in ΩR
e ,

qi = qe on ΓR,

α∂νqi = ∂νqe on ΓR,

∂νq = 0 on ΓRN ,

qe = h on ΓRD ,

1
2Rq + ∂νq = 0 on ΓRa ,

with

• fe(x, y) = −(1 + y)∂2
yz
R
• (x, 0) + 2c,

• h(x, y) = (1 + y)zR• (x, 0)− cy2.

If fe > 0 and h > 0, then we are able to conclude that q > 0, which gives the stated result. Under
the assumption that ∂2

xz
R
• is bounded on ΓR (which is actually false, see below), we can choose

c > 1
2 maxx ∂

2
xz
R
• (x, 0) so that fe > 0. For such a choice of c, it is possible to ensure h > 0

provided ε0 is sufficiently small.
The previous argumentation is not correct since ∂2

xz
R
• → +∞ as x→ 0 (a detailed analysis of

the Robin singularities shows that zR• (x, 0) ∼ kx log x, ∂xzR• (x, 0) ∼ k log x, and ∂2
xz
R
• (x, 0) ∼

kx−1 with a positive constant k). To overcome this difficulty, we remark that KR(0, 0) = 0 and
zR• (0, 0) > 0 (clearly, zR• (0, 0) > 0 by a maximum principle, and since its derivative with respect
to x is −∞ at (0, 0), the value of zR• is positive at the origin). We can then introduce η > 0 such
that zR• (x, 0) > KRe (x, y) for 0 < x < η and −ε0 < y < 0 (note that this value of η depends on
ε0, but stil holds for smaller values of ε0).

We consider the domain ΩR,η where the layer only lies on the part x > η of ΓR, see Figure 6.
By definition of η, the function q = zR• − KR is nonnegative on the dotted part of ΓR,ηD . The
previous extension in the layer becomes possible since ∂2

xz
R
• is bounded on ΓR,η. The constants c

and ε0 can be adjusted (without any influence on η) so that we can apply the maximum principle
and obtain q > 0.

lemma 11 There exists ρ• > 0 and cα > 0, such that I•(R) 6 I(R).

Proof: If ρ• → ∞, then the function α• tends to the constant cα. The boundary condition on
ΓR is then zR• + cα∂νz

R
• = 0. If cα → 0, then the function zR• converges (in the L∞-sense) to the

12
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ΩR
i

ΩR,η
e

ΓRN

ΓR,η

ΓR,ηD

ΓR,ηD
ΓRa

ΓRa

η

Figure 6: The perturbed domain ΩR,η = ΩR
i ∪ ΓR,η ∪ ΩR,η

e .

singularity of the limit problem s, which obviously satisfies KR > s (using a maximum principle
in ΩR

i ). For δ > 0, the integrals

Iδ•(R) =
2

π

∫ π

0

[
zR• (R− δ, θ)− s(R− δ, θ)− l(R− δ, θ)

]
s?(R, θ) dθ,

Iδ(R) =
2

π

∫ π

0

[
KRi (R− δ, θ)− s(R− δ, θ)− l(R− δ, θ)

]
s?(R, θ) dθ,

Iδ0(R) =
2

π

∫ π

0

[
s(R− δ, θ)− s(R− δ, θ)− l(R− δ, θ)

]
s?(R, θ) dθ,

satisfy Iδ(R) > Iδ0(R). Besides, there exists a point x0 such that |x0| = R − δ and KR(x0) >
s(x0) (otherwise, all points satisfying |x| = R − δ are critical points of the harmonic function
KR − s). We deduce that Iδ(R) > Iδ0(R). By uniform convergence of Iδ•(R) to I0(R) as δ → 0
and ρ• →∞, we obtain that there exist ρ• and cα > 0 such that I(R) > I•(R).

5.1.2 Numerical simulations

In the theoretical proofs above, we have shown that there exist a value of ρ• such that the error
‖uεi − vε•‖L2(Ωi)

is O
(
ε

3
2 log2(ε)

)
(instead of O(ε) for the standard Robin impedance condition).

Actually, assumptions have been needed on the parameters ε0 (thickness of the rescaled layer, see
Figure 2) and cα (defining the coefficient α•, see Figure 4). Both have to be small enough, without
any constructive information. The numerical simulations, however, will show that ε0 = 1 and
cα = α

2 are admissible values.
Figure 7 presents the mapping ρ• 7→ λ• (actually λR• computed via a finite element computa-

tion with FreeFem++ [36]).
It appears clearly that there exists a value ρ• ' 0.2 such that λ• = µ. It is expected that for

this very value of ρ•, the L2-error between the solution of the transmission problem uε and the
solution of the modified Robin impedance condition is of order ε

3
2 log2 ε.

We have performed simulations with varying values of ρ•, and computed the rate of conver-
gence τ of the quantity ‖uεi − vε•‖L2(Ωi)

= O(ετ ) as ε→ 0. The obtained results are presented on
Figure 8, where the rate τ is plotted with respect to ρ•. We observe the expected improvement for
the L2 norm near the determined value of ρ•. Of course, the H1 rate of convergence remains un-
changed. Indeed, if the coefficients at infinity λ• and µ are equal, the profiles z• and K themselves
remain different. Their contribution lead to the H1-norm in O(

√
ε).
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Figure 7: The graph of the mapping ρ• 7→ λ•.

Figure 8: L2 and H1 rates of convergence of uεi − vε• with respect to ρ•.
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5.2 Ventcel impedance condition

The same idea can be exploited by introducing the following Ventcel problem.
−α∆vεβ = fi in Ωi,

∂νv
ε
β = 0 on ΓN,

vεβ + εα∂νv
ε
β − ε2β∂2

τv
ε
β = 0 on Γ.

(22)

Problem (22) is well-posed in the variational space Vv =
{
v ∈ H1(Ωi) ; v

∣∣
Γ
∈ H1(Γ)

}
for β > 0.

Once again, the techniques developed above allow to build an asymptotic expansion of vεβ with
respect to ε. It take the form

vεβ(x) = u0(x) + γχ(x)
√
ε(zβ − s)

(
x
ε

)
+ εu1,0(x) + γλβεu1,1(x) + εu1(x)

+ε log εu1,2(x) +OH1(Ωi)

(
ε

3
2 log2 ε

)
,

with a profile zβ solving the homogeneous problem
−α∆zβ = 0 in Ω∞i ,

zβ + ∂νzβ − β∂2
τ zβ = 0 on Γ∞,

∂νzβ = 0 on Γ∞N ,

zβ = s + O(
√
r) at infinity,

(23)

and admitting the following behavior at infinity

zβ(X) = s(X) + l(X) + λβ s
?(X) +O

(
|X|−

3
2 log2(|X|)

)
. (24)

The question is the following: can we find a value of β such that λβ = µ (and hence the L2-
error between uε and vεβ is improved). No monotonicity for the profiles zβ is true inside Ω∞i .
Nevertheless, the simulations performed seem to indicate that the mapping β 7→ λβ is decreasing,
and has µ in its range, but we are not able to prove it.

Again, the simulations are in rather good concordance. An improvement of the L2 rate of
convergence is observed near the optimal value of β, see Figures 9 and 10. The Ventcel condition
does not involve a multiscale boundary condition, which is an advantage compared to the modified
Robin impedance condition.

6 Profile correction

In the previous two sections, we have proposed modifications of the impedance condition, which
allow to improve the rate of convergence in the L2-norm. However, there is no improvement
for the H1-norm which remains O(

√
ε). We present here a method of profile correction similar

to [23, 13, 25]. The idea consists in pre-computing the profiles K and z, and to build the correction

ṽε(x) = vε(x) + γ
√
ε(K− z)

(
x
ε

)
,

which gives a better approximation of uεi in the H1-norm. Precisely,

‖uεi − ṽε(x)‖H1(Ωi)
= O(ε).

Note that no improvement can be expected for the L2-norm since the term (µ − λ)u1,1 is not
modified in expression (13) for ṽε. The simulations presented in Figure 11 are consistent with
these results.
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Figure 9: The graph of the mapping β 7→ λβ .

Figure 10: L2 and H1 rates of convergence of uεi − vεβ with respect to β.
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Figure 11: Errors ‖uε − vε‖ and ‖uε − ṽε‖ inside Ωi with respect to ε.

7 Concluding remarks

In this paper, we have proposed two modifications of the standard Robin impedance condition,
which appear to improve the L2 rate of convergence to the transmission problem. The first one
is a multiscale Robin condition, and a theoretical analysis of its performance has been developed,
confirmed by numerical simulations. For the second one, of Ventcel type, very few theoretical
arguments are available, but the numerical simulations are quite satisfactory. In both case, we can
regret that the energy norm (i.e. H1) is not improved. But the H1-norm is related to the values of
the profiles in the whole domain, not only to their behavior at infinity. A multiscale correction has
been briefly presented which allows to decrease the energy rate of convergence, but requires the
pre-computation of the profiles.

The presented methods extend to other boundary conditions, for example Neumann bound-
ary conditions on the external boundary of the layer (but some proofs of Section 5.1.1 cannot
be adapted). Let us mention that 3D computations have been performed to test the modified
impedance conditions, in the case of a domain with an edge (but no corner). The extension oper-
ates well. We emphasize that the optimal values of ρ• and β do not depend on the position along
the edge. Simulations with corner domains in dimension 3 are underway.

Altogether, the improvements presented in this article may appear as rather modest. Indeed,
they concern the very simple problem of the Laplace equation in 2 dimensions and the rates of
convergence for the smooth case are far of being recovered. But they constitute a first step in that
direction.
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