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Abstract

In this paper, we consider a partially clamped plate which is stiffened on a portion of its free bound-
ary. Our aim is to build an asymptotic expansion of the displacement, solution of the Kirchhoff-Love
model, with respect to the thickness of the stiffener. Due to the mixed boundary conditions, singularities
appear, obstructing the construction of the terms of the asymptotic expansion in the same way as if the
plate was surrounded by the stiffener on its whole boundary. Using a splitting into regular and singu-
lar parts, we are able to formulate an asymptotic expansion involving profiles which allow to take into
account the singularities.

1 Introduction

1.1 Formulation of the problem

This paper deals with the study of a linear model of a bending plate which is reinforced by a thin stiffener
on a portion of its boundary. Such structures are widely used in many engineering applications and their
mathematical analysis has received a lot of attention in recent years. Besides, problems involving thin
layers have been extensively investigated by several authors and a large amount of research has been carried
out in this area ( see [EN93, BL96, ALG98, AHH00, HJ01, AKS06, Poi08, BL08, Poi09] for acoustic
or electromagnetic problems, [AB86, AMM06] in the thermic framework, [SP74, LT92, GKL99, MS03,
KMO04, Rah04, Rah09] for mechanical applications). These studies are in particular devoted to the question
of the derivation of approximate boundary conditions that replace “in an approximate way” the effect of the
thin layer. The use of these boundary conditions, which can be substituted to the thin layer, allows to
overcome the numerical difficulties arising from the discretization of this later. Indeed, dealing now with a
domain without thin layer, it is no more necessary to use very thin meshes and allows cheaper computations.

In a previous work (see [RV08]), we have addressed the problem of a plate surrounded by a thin stiffener
and derived approximate boundary conditions. The technique we have used is based on a construction of
an asymptotic expansion of the solution of the problem in powers of the thickness δ of the layer. This
expansion is built via an alternative resolution between the plate and the stiffener, and can be achieved only
under strong elliptic regularity. This smoothness assumption is not fulfilled anymore if the stiffener only
lies on a portion of the plate boundary. The goal of the present work is to investigate the later case, showing
how to deal with singularities appearing at the tips of the stiffener. More precisely, our aim is to provide
∗Université Mouloud Mammeri de Tizi-Ouzou, (Algérie) – rahmani lei@yahoo.fr
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a δ−expansion of the solution of the partial stiffened plate model that takes into account the singularities
arising at each stage of its construction.

We now describe the geometrical setting. Let Ω+ be a smooth bounded domain of R2, describing the
geometry of the mean surface of the plate, with boundary of Ω+ = Γ0 ∪Γ. We suppose that the intersection
of Γ̄0 and Γ̄ is formed by two points O1 and O2. For δ > 0 sufficiently small, the elastic stiffener Ωδ

−
derives from a uniform dilation of Γ0 in the normal direction, with thickness δ:

Ωδ
− = {x + z n(x) ; x ∈ Γ0 and 0 < z < δ},

where n(x) denotes the normal vector at point x ∈ Γ0, outer from Ω+; the boundary of the domain Ωδ
−

is Ωδ
− = Γδ1 ∪ Γδ2 ∪ Γ0 ∪ Γδ, where Γδ =

{
x + δn(x) ; x ∈ Γ0

}
. Finally, we set Ωδ = Ω+ ∪ Γ0 ∪ Ωδ

−,
see Fig. 1. For technical reasons, we assume that the boundary of Ω+ coincides with a straight line in a
neighborhood of Γ0.
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Figure 1: Geometric setting: the plate Ω+ and the stiffener Ωδ
−.

The whole plate (corresponding to the domain Ωδ) is clamped along the boundary Γ ∪ Γδ1 ∪ Γδ2 and is
motion free on Γδ. The Kirchhoff-Love model – see [LL88] – leads to the following fourth order elliptic
problem for the displacement wδ

D+∆2wδ+ = f+ in Ω+

D−∆2wδ− = f− in Ωδ
−,[

wδ
]

= 0 ; [∂nw
δ] = 0 on Γ0,

M+(wδ+) = M−(wδ−) + g1 ; T+(wδ+) = T−(wδ−) + g2 on Γ0,

M−(wδ) = h1 ; T−(wδ) = h2 on Γδ,

wδ− = 0 ; ∂nw
δ
+ = 0 on Γ,

wδ− = 0 ; ∂nw
δ
− = 0 on Γδ1 ∪ Γδ2,

(Pδ)

where ∂n denotes the normal derivative along n = (nx, ny) and [ ] the jump across Γ0, the components of
x being denoted by (x, y). The trace operators M and T denote respectively the bending moment and the
shear force, and have the following expressions:

M = D
[
∆ + (1− ν)

(
2nxny∂xy − n2

x∂
2
y − n2

y∂
2
x

)]
= D

[
ν∂2

x + ∂2
y

]
,

T = D
[
∂n∆ + (1− ν)∂τ

(
(n2
x − n2

y)∂xy + nxny(∂
2
y − ∂2

x)
)]

= D
[
∂3
y + (2− ν)∂xxy

]
,
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where D = 2E
3(1−ν2)

, E being the Young’s modulus and ν ∈ (0, 1
2) the Poisson’s ratio; ∂τ denotes the

tangential derivative. We assume that the elastic coefficients E and ν are piecewise constant and that are
independent of the thickness δ: E = E+ in Ω+ and E− in Ωδ

−; ν = ν+ in Ω+ and ν− in Ωδ
−.It would be

interesting though to consider a large stiffness, with a Young modulus in δ−1 for instance. This would lead
to extra-difficulties we do not want to address here.

Problem (Pδ) admits a unique solution in H2(Ωδ), associated with the variational formulation a(w,ψ) =
F (ψ), where the bilinear form is given by

a(w,ψ) =

∫
Ωδ
D
[ (
∂2

1w + ν∂2
2w
)
∂2

1ψ + 2(1− ν)∂12w ∂12ψ +
(
∂2

2w + ν∂2
1w
)
∂2

2ψ
]
dx

and the linear form by

〈F,ψ〉 =

∫
Ω+

f+ ψdx+

∫
Ωδ−

f− ψdx+

∫
Γ0

(−g2 ψ + g1 ∂nψ)dσ +

∫
Γδ

(−h2 ψ + h1 ∂nψ)dσ.

Generally, the construction of an asymptotic expansion for a singularly perturbed problem requires reg-
ularity on the limit problem (without layer, i.e. δ = 0). Roughly, using an operator formulation, we are led
to solve an equation

Lδwδ = fδ,

where the operator Lδ : E → F (E and F are two Banach spaces) and the right-hand side fδ ∈ F both
expand (at least formally) into powers of δ, namely

Lδ =
∑
n

δnLn and fδ =
∑
n

δnfn,

Inserting the ansatz wδ =
∑

n δ
nwn, we find the sequence of equations

L0wn = −
∑

`+p=n,`>0

L`wp + fn.

Since L0 = L0 and f0 = f0, the first term w0 is nothing else but the limit solution w0. For singularly
perturbed problems, either the operator L0 is not invertible from E onto F , or the operators L` (` > 0) are
not continuous from E into F . In the later case, the right-hand side L`w0 does not necessarily belong to
F for ` > 0, obstructing the construction of the next terms. Nevertheless, the asymptotic expansion may
be still defined up to a certain order, provided the solutions of the limit problem L0w = f are sufficiently
smooth for smooth right-hand sides f .

In our situation, the limit problem reads
D+∆2w0

+ = f+ in Ω+,

M+(w0
+) = ϕ1 on Γ0,

T+(w0
+) = ϕ2 on Γ0,

w0
+ = ∂nw

0
+ = 0 on Γ,

(P0)

with ϕi = gi + hi. If Γ0 = ∅, since the domain Ω+ is smooth, the solution w0
+ of the biharmonic Dirichlet

problem belongs to HN+4(Ω+) as soon as the right hand-side f+ is in HN (Ω+). Because of the change of
boundary conditions between Γ and Γ0, singularities appear at the “corner” points O1, O2 – see section 2.1
– and the solution w0

+ is generically not smooth even if f+ is infinitely differentiable up to the boundary.
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Such singularly perturbed problems have been considered from a mathematical point of view for model
problems for example in [CD96, BMNP01, Via03, CCDV06]. We show how the ideas of these works may
be adapted to the biharmonic problem (Pδ). Extra difficulties arise from the free boundary conditions and
the high technicality related to fourth order operators. The asymptotic expansion involves three scales: the
physical variable x = (x, y) in the plate Ω+, the stretched variable in the layer (x, y/δ), and the scaled
variable (x/δ, y/δ) around the points O1, O2. For such multi-scale problems, two strategies are possible:
the matching of expansions, where the solution is described through two expansions which are matched
in a transition region, or the multi-scale technique based on superposition via cut-off functions. We refer
to [Il’92] and [MNP00] for the presentation of the two methods, respectively – see also [DTV09] for a
comparison on a model problem.

1.2 Structure of the paper

The paper is organized as follows: in section 2, we recall some classical results concerning the regularity
of the solutions to Problem (P0) (see §2.1), and state the main results of the paper (definition of the profiles
in §2.2 and construction of the asymptotic expansion for the solution to (Pδ) in §2.3). More details on
profiles and expansions can be found in sections 3 and 4, where we have postponed the detailed proofs of
our results.

2 Preliminaries and statement of the results

2.1 Singularities of the limit problem

As a preliminary step, we start with the description of the singularities of Problem (P0). The singular
functions at Oi (i = 1, 2) are obtained as non-zero solutions of the mixed biharmonic problem with zero
right-hand sides in the half plane which coincides with Ω+ at this point (we recall that the boundary of Ω+

is supposed to be a straight line near Γ0).

Definition 2.1 The set of singular exponents for the problem (P0) is

S =

{
1

2
+ k ± iη0 ; k ∈ Z

}
,

where i is the complex number with i2 = −1, and η0 is defined by

η0 =
1

π
log
[
a+

√
a2 − 1

]
,

with a =
√

4
(1−ν)(3+ν) .

The singular function associated with the problem corresponding to λ ∈ S is

sλ(r, θ) = rλϕλ(θ), (1)

in polar coordinates (r, θ). The function ϕλ is a linear combination of sin ((λ− 2) θ), cos ((λ− 2) θ),
sin (λθ), and cos (λθ).

From now on, for the sake of simplicity, we moreover assume the right-hand sides f+, f−, ϕ1, and ϕ2 are
C∞ and vanish at the points O1 and O2, as well as their derivatives at any order. For regular right hand
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sides, any solution w0
+ of the mixed Dirichlet-Neumann problem (P0) splits into a regular part and a linear

combination of singular functions. The regular part has the maximum regularity allowed by the right hand
sides and the ellipticity of the problem, the singular part “filling the gap” between H2 and the regularity of
the smooth part. This is expressed in the following Theorem:

Theorem 2.2 Let K > 1 be an integer. We denote by S(K) the set of exponents λ ∈ S such that
1 < Re(λ) < K. The solution w0

+ ∈ H2(Ω+) of the mixed Dirichlet-Neumann problem (P0) admits
the following decomposition :

w0
+(x) = w0,K

+ (x) +

2∑
i=1

χ(ri)
∑

λ∈S(K)

ciλs
λ(ri, θi), (ciλ ∈ C), (2)

where the regular part w0,K
+ ∈ HK+1(Ω+) satisfies w0,K

+ (x) = O(‖x−Oi‖K) as x→ 0, and (ri, θi) are
the polar coordinates centered in Oi, see Fig. 1. The function χ is a cut-off equal to 1 in a neighborhood of
0 and vanishing away from 0.

If the solution wδ+ is real, then we have ci
λ̄

= ciλ, since sλ̄ = sλ.

This is a classical result, for more details on singularities of the bihamonic operator (and, more generally,
of elliptic operators) we refer to [Kon67, BR80, Gri85, Dau88, Nic93].

2.2 Profiles of the transmission problem

As already stated, the singular functions sλ solve the totally homogeneous biharmonic problem in a half-
plane, which is the local model for Ω+ near the point Oi. Since we consider here a transmission problem
in Ωδ, we need counterparts of the singular functions for the local model of Ωδ near Oi (see next section to
understand the precise role of such profiles). This model domain turns out to be a half-plane with a semi-
strip, denoted by Q in Fig. 2. A first idea consists in defining an extension sλ∗ of sλ so that the jump [sλ∗ ]

Θ
R

R

Θ − π

Q+

Q−
G0 (θ = Θ = π)

G (Θ = π + 1)

G1

G+
τ

n
O
•

•x

•x

Figure 2: The infinite domain Q.

across G0 is zero, i.e.

sλ∗(R,Θ) =

{
sλ(R,Θ) in Q+,

sλ(R, π) in Q−,
(3)

where (R,Θ) are the polar coordinates in Q+, and the cartesian coordinates in Q− (Θ ∈ (π, π + 1) in this
domain), see Fig. 2. But the function sλ∗ does not satisfy neither the transmission conditions on G0, nor the
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boundary conditions on G, nor is biharmonic in Q−! Therefore another function Rλ – called profile – has
to be introduced, which satisfies all the conditions. Precisely, Rλ solves the following problem in Q.

D+∆2Rλ
+ = 0 in Q+

D−∆2Rλ
− = 0 in Q−,

[Rλ] = 0 ; [∂nR
λ] = 0 on G0,

M+(Rλ
+) = M−(Rλ

−) ; T+(Rλ
+) = T−(Rλ

−) on G0,

M(Rλ
−) = 0 ; T (Rλ

−) = 0 on G,

Rλ
+ = 0 ; ∂nR

λ
+ = 0 on G+,

Rλ
− = 0 ; ∂nR

λ
− = 0 on G1,

Rλ(R,Θ) ∼ sλ∗(R,Θ) as R→∞.

(P∞)

We have no explicit formula for Rλ. However, we can state an existence result, giving in addition its
behavior at infinity. The following theorem will be proved in Section 4.

Theorem 2.3 Let λ ∈ S be a singular exponent of Problem (P0). For any integer P , we define the set of
complex number Sλ

P by

Sλ
P =

{
µ = λ− ` ; ` ∈ N∗, ` < Re(λ) + P

}
∪
{
µ ∈ S ; −P < Re(µ) < 3

2

}
. (4)

There exists a solution Rλ of Problem (P∞) with the expansion for any P :

Rλ = sλ∗ +
∑
µ∈SλP

Rλ,µ +O(R−P ), as R→∞, (5)

where Rλ,µ(R,Θ) = Rµ
∑

`, finite φ`(Θ) log`R with smooth functions φ`. Moreover, equality (5) can be
differentiated to obtain an expression for ∂αRλ, the remainder being O(R−P−|α|).

Re(λ)

Im(λ)

3
2

λ

←− subvariational supervariational

Figure 3: Complex numbers µ appearing in expansion (5).
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2.3 Outline of the results

The rest of the paper is devoted to the derivation (i.e. construction) and the validation (i.e. rigorous error
estimates) of the asymptotic expansion of the solution wδ of Problem (Pδ). In this expansion smooth terms
are superposed with a singular part involving the profiles Rλ in the scaled variable x/δ. Precisely, we will
show the following result in Section 3.

Theorem 2.4 Let us fix the target precision1 N , and denote by K another integer such that K > N + 7/2.
The variational solution wδ of (Pδ) expands into the asymptotic expansion

wδ+(x) =
N∑
n=0

δnwn,K−n+ (x) +
2∑
i=1

χ(ri)
N∑
n=0

δn

 ∑
λ∈S(K−n)

cin,λ[log δ] δλRλ
+( riδ , θi)

+ rNδ,+(x),

wδ−(x) =

N∑
n=0

δnWn,K−n
− (x, yδ ) +

2∑
i=1

χ(ri)

N∑
n=0

δn

 ∑
λ∈S(K−n)

cin,λ[log δ] δλRλ
−( riδ , θi)

+ rNδ,−(x),

where

• the remainder rNδ satisfies ‖rNδ ‖H2(Ωδ) = O(δN ),

• the terms wn,K−n+ and Wn,K−n
− are smooth near the points Oi, and come from regular-singular

splitting of solutions of alternate problems in Ω+ and Ωδ
−, they are flat near Oi as rK−ni ,

• the coefficients cin,λ[log δ] are complex numbers, the brackets denoting a trigonometrico-polynomial
dependence in log δ,

• the function χ is a cut-off equal to 1 near 0.

3 Multiscale asymptotic expansion

The aim of this section is to build an asymptotic expansion in δ of the solution wδ of the problem (Pδ).
The first step of the analysis is a scaling inside the stiffener in order to remove the dependance of the space
domain on the small parameter δ. So, we perform a dilatation in the normal direction of Ωδ

− (of ratio δ−1)
to get a fixed geometry. The operators involved in the problem (Pδ) can be expanded into powers of δ.
Introducing the scaled variable – or fast variable – Y = y

δ , we obtain a fixed domain Γ0 × (0, 1).

3.1 The first terms of the expansion

Hereafter, we make the assumption that f+ is very smooth, infinitely flat near the points Oi and, for the sake
of simplicity, we suppose that g1 ≡ g2 = h1 ≡ h2 ≡ 0.

Let W δ denote the function defined in Γ0 × (0, 1) by W δ(x, Y ) = wδ(x, y). The dilatation y 7→ Y
maps the exterior layer Ωδ

− into a fixed domain ; the small parameter δ is now involved in the equations. The
bilaplacian reads :

∆2 =
1

δ4

(
∂4
Y −

(
δ2A2 + δ4A4

))
,

1meaning that we aim at building an expansion with remainder of size O(δN ).
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where A2 = −2∂2
x∂

2
Y and A4 = −∂4

x. The trace operators are expanded into powers of δ as well :

M− =
D−
δ2

(
∂2
Y − δ2M2

)
; T− =

D−
δ3

(
∂3
Y − δ2T2

)
,

where M2 = −ν−∂2
x and T2 = −(2− ν−)∂2

x∂Y . Using the above expansions, Problem (P δ) becomes

D+∆2wδ+ = f+ in Ω+

M+w
δ
+ = D−

δ2

(
∂2
YW

δ
− − δ2M2W

δ
−
)

on Γ0 × {0}

T+w
δ
+ = D−

δ3

(
∂3
YW

δ
− − δ2T2W

δ
−
)

on Γ0 × {0}
1
δ
∂YW

δ
− = ∂nw

δ
+, W

δ
− = wδ+ on Γ0 × {0}

∂nw
δ
+ = wδ+ = 0 on Γ

1
δ4

(
∂4
YW

δ
− −

(
δ2A2W

δ
− + δ4A4W

δ
−
))

= 0 in Γ0 × (0, 1)

1
δ2

(
∂2
YW

δ
− − δ2M2W

δ
−
)

= 0 on Γ0 × {1}
1
δ3

(
∂3
YW

δ
− − δ2T2W

δ
−
)

= 0 on Γ0 × {1}
∂nW

δ
− = W δ

− = 0 on {0} × (0, 1)

(6)

We first try to start with the algorithm we have already used for the case of a plate surrounded by a thin layer
(see [RV08]) and seek an expansion of the form wδ+ =

∑
n≥0

δnwn+ and W δ
− =

∑
n≥0

δnWn
− .

The algorithm of construction of the functions wn+ and Wn
− consists in inserting the above ansatz into

the boundary value problem (6) and identifying the terms of same power of δ. In doing so, we realize that
the four exterior terms solve the following equations:

∂4
YW

n
− = 0 in Γ0 × (0, 1),

∂3
YW

n
− = −(2− ν−)∂2

x ∂YW
n−2
− on Γ0 × {1} ,

∂2
YW

n
− = −ν−∂2

x W
n−2
− on Γ0 × {1} ,

with the convention W k
− ≡ 0 for k < 0. The resolution of this sequence of equations leads to the computa-

tion of the terms Wn
− for n = 0, 1, 2, 3 up to an affine function of Y – note that, for n = 0, we can also use

the equation ∂YW 0 = 0 for Y = 0 thanks to the fourth line of Problem (6) –

W 0
−(x, Y ) = β0(x),

W 1
−(x, Y ) = α1(x)Y + β1(x),

W 2
−(x, Y ) = −ν−∂2

xW
0
−
Y 2

2 + α2(x)Y + β2(x),

W 3
−(x, Y ) = −(2− ν−)∂2

x ∂YW
1
−

(
Y 3

6 −
Y 2

2

)
− ν−∂2

xW
1
−
Y 2

2 + α3(x)Y + β3(x).

Let us now consider the first term in Ω+: it solves the following problem
D+∆2w0

+ = f+ in Ω+,

M+w
δ
+ = D−

(
∂2
YW

2
− −M2W

0
−
)

= 0 on Γ0 × {0} ,
T+w

δ
+ = D−

(
∂3
YW

3
− − T2W

1
−
)

= 0 on Γ0 × {0} ,
∂nw

δ
+ = wδ+ = 0 on Γ.
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This is nothing but the limit problem. Taking now advantage of the transmission conditions on Γ0, we get
W 0
− = β0(x) = w0

+|Γ0 , and complete the determination of W 0
−.

Because of the change in the boundary conditions, we can not expect the solution w0
+ to be regular :

singularities appear at the points of intersection of Γ̄0 and Γ̄. This lack of regularity leads to the obstruction
of the construction of the followings terms of the asymptotic expansion.

Our technique consists then in splitting w0
+ according to Theorem 2.2 into a regular and a singular part

which are handled separately. The main idea in our construction is, instead of considering (w0
+, w

0
−) as a

first term, to modify it by substituting the sλ occurring in its singular part with the profiles δλRλ( riδ , θi).
More precisely, for an integerK > 0, we define (we recall that (ri, θi) denote the polar coordinates centered
at point Oi, see Fig. 1) :

w̃0
+(x) = w0,K

+ (x) +
2∑
i=1

χ(ri)
∑

λ∈S(K)

ci0,λ δ
λRλ

+( riδ , θi)

= w0
+(x) +

2∑
i=1

χ(ri)
∑

λ∈S(K)

ci0,λ δ
λ
(
Rλ

+( riδ , θi)− sλ( riδ , θi)
)

= w0
+(x) + k0

δ+(x),

and we define the exterior term w̃0
− by

w̃0
− = W 0,K

− (x,
y

δ
) +

2∑
i=1

χ(ri)
∑

λ∈S(K)

ci0,λ δ
λRλ
−( riδ , θi) = w0,K

+|Γ0 + k0
δ−,

where we have used the transmission condition to getW 0,K
− = w0,K

+|Γ0 . Thus, we take w̃0 =
(
w̃0

+, w̃
0
−
)

as

our starting point for the expansion of wδ and the first remainder r0
δ = wδ − w̃0 satisfies the boundary value

problem (Pδ) with data which can be expanded into positive powers of δ, that is:

D+∆2r0
δ,+ = −D+∆2k0

δ+ in Ω+,

D−∆2r0
δ,− = −D−∆2k0

δ− −D−∂4
xw

0,K
+|Γ0 in Ωδ

−,

M+r
0
δ,+ = M−r

0
δ,− + G0

δ1 +D−ν−∂
2
xw

0,K
+|Γ0 on Γ0,

T+r
0
δ,+ = T−r

0
δ,− + G0

δ2 on Γ0

r0
δ,+ = r0

δ,− on Γ0,

∂nr
0
δ,+ = ∂nr

0
δ,− − ∂n w

0,K
+|Γ0 on Γ0,

M−r
0
δ,− = H0

δ1 −D−ν−∂2
xw

0,K
+|Γ0 on Γδ

T−r
0
δ,− = H0

δ2 on Γδ,

r0
δ,+ = ∂nr

0
δ,+ = 0 on Γ,

(7)

where

G0
δ1 = −M+k

0
δ+ +M−k

0
δ−, G

0
δ2 = −T+k

0
δ+ + T−k

0
δ−, H

0
δ1 = −M−k0

δ−, and H0
δ2 = −T−k0

δ−.
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Theorem 3.1 In Ω+ and Ωδ
−, for all number N > 0, the residual terms can be written as :

∆2k0
δ+ =

N∑̀
=1

δ`F 0,`
+ [log δ] + f

0(N)
+ ; ∆2k0

δ− =
N∑̀
=0

δ`F 0,`
− [log δ] + f

0(N)
−

G0
δ1 =

N∑̀
=0

δ`G0,`
1 [log δ] +G

0(N)
1 ; G0

δ2 =
N∑̀
=0

δ`G0,`
2 [log δ] +G

0(N)
2

H0
δ1 =

N∑̀
=0

δ`H0,`
1 [log δ] +H

0(N)
1 ; H0

δ2 =
N∑̀
=0

δ`H0,`
2 [log δ] +H

0(N)
2

where the remainders f0(N)
+ , f0(N)

− , G0(N)
1 , G0(N)

2 , H0(N)
1 and H0(N)

2 have L2-norms O(δN ), as δ → 0.

The terms F 0,`
+ [log δ] have the form

F 0,`
+ [log δ] = F 0,0,`

+ [log δ] + cos (2η0 log δ)F 0,1,`
+ [log δ] + sin (2η0 log δ)F 0,2,`

+ [log δ] ,

where η0 is the number defined in definition 2.1 and F 0,k,`
+ [log δ] , k = 0, 1, 2 are polynomials of degree `

in log δ :

F 0,k,`
+ [log δ] =

∑̀
q=0

F 0,k,`
q logq δ,

with coefficients F 0,k,`
q that are C∞ for ri 6= 0. Similarly, F 0,`

− , G0,`
1 , G0,`

2 , H0,`
1 and H0,`

2 have the same
structure as F 0,`

+ .

Proof: From the definition of k0
δ+, and using the fact that ∆2Rλ

+ = ∆2sλ = 0 inside Q+, we find :

∆2k0
δ+ =

2∑
i=1

∑
λ∈S(K)

ci0,λ δ
λ
[
∆2χ(ri)

([
Rλ

+ − sλ
]

(
ri
δ
, θi)

)
+ 2∇(∆χ(ri))∇

([
Rλ

+ − sλ
]

(
ri
δ
, θi)

)
+2∇

(
∆
([(

Rλ
+ − sλ

)]
(
ri
δ
, θi)

))
∇χ+ 2∆

(
∇χ(ri).∇

([
Rλ

+ − sλ
]

(
ri
δ
, θi)

))]
(8)

Now, we use the decomposition of Rλ
+ given in Theorem (1.3), for P = N − [Re(λ)]:

∆2k0
δ+ =

2∑
i=1

∑
λ∈S(K)

ci0,λ δ
λ
∑
µ∈SλP

[
∆2χ(ri)

(
Rλ,µ

+ (
ri
δ
, θi)

)
+ 2∇ (∆χ(ri))∇

(
Rλ,µ

+ (
ri
δ
, θi)

)
(9)

+2∇
(

∆
(
Rλ,µ

+ (
ri
δ
, θi)

))
∇χ(ri) + 2∆

(
∇χ(ri).∇

(
Rλ,µ

+ (
ri
δ
, θi)

))]
+ f

0(δ)
+ ,

where f0(δ)
+ is a remainder. This decomposition can obviously be differentiated.

Let us consider a term Rλ,µ
+ (R,Θ) = Rµ

∑
`, finite φ`(Θ) log`R. Recalling the fact that R = r

δ , Rλ,µ
+

may be written as:
Rλ,µ

+ (
ri
δ
, θi) = δ−µfλ,µ [log δ] (ri, θi)

where the coefficients of the polynomial fλ,µ [log δ] are C∞ for ri 6= 0.
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The same form and the same power of δ hold for the gradient ∇
(
Rλ,µ

+ (xδ )
)

and for the Laplacian

∆
(
Rλ,µ

+ (xδ )
)

. Therefore, the sum (9) becomes

∆2k0
δ+ =

2∑
i=1

∑
λ∈S(K)

ci0,λ δ
λ
∑
µ∈SλP

δ−µFλ,µ [log δ] (ri, θi) + f
0(δ)
+ =

2∑
i=1

∑
λ∈S(K)

ci0,λ
∑
µ∈SλP

δλ−µFλ,µ [log δ] (ri, θi) + f
0(δ)
+ ,

where Fλ,µ [log δ] (x) has a polynomial dependance in log δ and f0(δ)
+ is a remainder. Exploiting the def-

inition of Sλ
P (K), the sum above can be split into two parts: a part where we consider the µ ∈ B1 =

{λ− `, ` ∈ N∗, ` < Re(λ) + P} (that are the translated of λ), and a second part into which the µ belong to
Sλ
P \B1. Thus, we obtain:

∆2k0
δ+ =

2∑
i=1

∑
λ∈S(K)

ci0,λ

∑
µ∈B1

δλ−µFλ,µ [log δ] (ri, θi)+
∑

µ∈SλP \B1

δλ−µFλ,µ [log δ] (ri, θi)

+ f
0(δ)
+

=
2∑
i=1

∑
λ∈S(K)

ci0,λ

 N∑
`=1

δ`Fλ,λ−` [log δ] (ri, θi) +
∑

µ∈SλP \B1

δλ−µFλ,µ [log δ] (ri, θi)

+ f
0(δ)
+

=
N∑
`=1

δ`

 2∑
i=1

∑
λ∈S(K)

ci0λF
λ,λ−` [log δ] (ri, θi)

+

2∑
i=1

∑
λ∈S(K)

ci0,λ
∑

µ∈SλP \B1

δλ−µFλ,µ [log δ] (ri, θi) + f
0(δ)
+ .

The terms involved in the first part of the above sum have the form δ`F 0,0,` [log δ] with ` ≥ 1 (` integer), as
stated in the Theorem. Besides, we can easily show that the remainder f0(δ)

+ is of order O(δN ). As far as
concern the second part, we can see that, for each λ ∈ S(K), the elements of the set Sλ

P \ B1 are nothing
but the translated of λ̄, whose the real part is comprised between−N + Re(λ) and 3

2 . Thus, µ = λ̄− `, with
Re(λ)− ` < 3

2 and obtain:

2∑
i=1

∑
λ∈S(K)

ci0,λ

 ∑
µ∈SλP \B1

δλ−µFλ,µ [log δ] (ri, θi)



=
N∑
`=1

δ`


2∑
i=1

∑
λ∈S(K),

Re(λ)−`< 3
2

δi2Im(λ)ci0,λF
λ,λ̄−` [log δ] (ri, θi)


Reordering this second part by putting together the terms corresponding to conjugate numbers, we obtain an
expression into which terms of the form cos (2η0 log δ) and sin (2η0 log δ) appear (recall that Im(λ) = ±η0).
Indeed, we can write
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ci0,λF
λ,λ̄−p [log δ] δi2Im(λ) + ci0,λ̄F

λ̄,λ−p [log δ] δ−i2Im(λ)

=
(
ci0,λF

λ,λ̄−p [log δ] + ci0,λ̄F
λ̄,λ−p [log δ]

)
cos(2η0 log δ)

+ i
(
ci0,λF

λ,λ̄−p [log δ]− ci0,λ̄F
λ̄,λ−p [log δ]

)
sin(2η0 log δ).

Recalling the structure of Fλ,λ̄−p, one can easily show that Fλ,λ̄−p = Fλ̄,λ−p and also ci
0,λ̄

= ci0,λ. This

means that
(
ci0,λF

λ,λ̄−p [log δ] + ci
0,λ̄

Fλ̄,λ−p [log δ]
)

and i
(
ci0,λF

λ,λ̄−p [log δ]− ci
0,λ̄

Fλ̄,λ−p [log δ]
)

are re-

als. Recalling the above results, we obtain the expansion stated in the theorem for k0
δ+.

In Ωδ
−, each term Rλ,µ

− satisfies

Rλ,µ
−

(x
δ

)
= δ−µ

Re(λ)−Re(µ)∑
`=0

δ−`ξλ,µ;l [log δ] (x)y`

 ,

and so, in the same way as for k0
δ+, we show the other results.

Remark 3.2 In the expressions of G0
δ1, G0

δ2, H0
δ1 and H0

δ2, even if terms of order zero in δ appear, they
have, in fact, no effect at order 0. Indeed, terms appearing in G0

δ1 and G0
δ2 are systematically eliminated

during the processus of identification. Whereas, because of the expansions of M− and T−, the terms of
order zero in H0

δ1 and H0
δ2 have respectively an effect of order 2 and 3.

It is also worth noticing, that only derivatives of the cut-off function χ appear in the expressions of
∆2k0

δ+, ∆2k0
δ−, G0

δ1, G0
δ2, H0

δ1 and H0
δ2, which vanish in a neighborhood of the singularities at ri = 0.

We now use these expansions in order to define the term of order 1 in our asymptotic expansion of the
solution of the problem (Pδ). Making use of the expansions of ∆2

−, M− and T−, recalling Problem (7), we
define “partially” the exterior terms W 1

−, W 2
−, W 3

− and W 4
− ( this is necessary to define the interior term

w1
+) as solutions of the followings problems
∂4
YW

1
− = 0 in Γ0 × (0, 1)

∂3
YW

1
− = 0 on Γ0 × {1}

∂2
YW

1
− = 0 on Γ0 × {1}

;


∂4
YW

2
− = 0 in Γ0 × (0, 1)

∂3
YW

2
− = 0 on Γ0 × {1}

∂2
YW

2
− = 1

D−
T0(H0,k

1 [log δ])− ν− ∂2
xw

0,K
+ on Γ0 × {1}

∂4
YW

3
− = 0 in Γ0 × (0, 1)

∂3
YW

3
− = −(2− ν−)∂2

x∂YW
1
− + 1

D−
T0

(
H0,k

2 [log δ]
)

on Γ0 × {1}

∂2
YW

3
− = − ν−∂2

xW
1
− + 1

D−
T1

(
H0,k

1 [log δ]
)

on Γ0 × {1}
∂4
YW

4
− = −2∂2

x∂
2
YW

2
− + 1

D−
T0

(
F 0,k
− [log δ]

)
− ∂4

xw
0,K
+ in Γ0 × (0, 1)

∂3
YW

4
− = −(2− ν−)∂2

x∂YW
2
− + 1

D−
T1(H0,k

2 [log δ]) on Γ0 × {1}
∂2
YW

4
− = − ν−∂2

xW
2
− + 1

D−
T2(H0,k

1 [log δ]) on Γ0 × {1}
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where Tq(φ0,k) is the sum of the contributions of the Taylor expansions of the functions φ0,k on Y = 0,
corresponding to δq. The problem solved by the interior term w1

+ is thus the following :
∆2w1

+ = −F 0,1
+ [log δ] in Ω+,

M+(w1
+) = D−

(
∂2
yW

3
− + ν−∂

2
xW

1
−
)

+ T1(G0,k
1 ) on Γ0,

T+(w1
+) = D−

(
∂3
yW

4
− + (2− ν−)∂2

x∂yW
2
−
)

+ T1(G0,k
2 ) on Γ0,

w1
+ = 0 = ∂nw

1
+ on Γ,

which, once exploiting the partial resolution of W 1
−, W 2

−, W 3
− and W 4

− becomes
∆2w1

+ = −F 0,1
+ [log δ] in Ω+,

M+(w1
+) = 2D− (1− ν−) ∂2

x∂n w
0,K
+|Γ0 + Ψ1 on Γ0,

T+(w1
+) = D−

(
1− ν2

−
)
∂4
xw

0,K
+|Γ0 + Ψ2 on Γ0.

∂nw
1
+ = w1

+ = 0 on Γ,

where Ψ1 and Ψ2 are functions whose supports are far from the points Oi.
Recall that w1

+ = w10
+ [log δ] + cos (2η0 log δ)w11

+ [log δ] + sin (2η0 log δ)w12
+ [log δ] .

Once again, because of the change of the boundary conditions on Γ0, and since the right hand sides
of the problem above are “flat” near the points Oi, we split the interior term w1

+ into regular and singular
parts and replace the singular part by the profile Rλ

+ . As far as concern the exterior part, we set (using the
transmission conditions):

W 1,K−1
− = w1,K−1

+|Γ0 + Y ∂nw
0,K

+|Γ0
.

Proceeding as before, we can write the asymptotic expansion of wδ at order 1:

wδ+(x) = w0,K
+ (x) +

2∑
i=1

∑
λ∈S(K)

ci0,λχ(ri)δ
λRλ

+( riδ , θi) +

δ

w1,K−1
+ +

2∑
i=1

∑
λ∈S(K−1)

ci1,λχ(ri)δ
λRλ

+( riδ , θi)

 + r1
δ,+(x),

that we can rewrite in the following way:

wδ+(x) = w0,K
+ (x) + δw1,K−1

+ (x)+

2∑
i=1

∑
λ∈S(K)

ci0,λχ(ri)δ
λRλ

+( riδ , θi) + δ
2∑
i=1

∑
λ∈S(K−1)

ci1,λχ(ri)δ
λRλ

+( riδ , θi) + r1
δ,+(x).

Likewise, we write:

wδ−(x) = W 0,K
− (x,

y

δ
) + δW 1,K−1

− (x,
y

δ
)+

2∑
i=1

∑
λ∈S(K)

ci0,λχ(ri)δ
λRλ
− ( riδ , θi) + δ

2∑
i=1

∑
λ∈S(K−1)

ci1,λχ(ri)δ
λRλ
−( riδ , θi) + r1

δ,−(x).
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3.2 The general expansion, error estimates

We can extend the above construction to build an asymptotic expansion of the solution wδ of the problem
(P δ) to any order. The aim of this section is to prove Theorem 2.4 given in section 2.3, where a full
asymptotic expansion of the solution wδ and an error estimate of the remainder are addressed. Recall that
in this expansion, two kinds of terms appear:

• The flat terms wk,K−k whose exterior parts are functions of the semi-scaled variables (x, δ−1y) and
interior parts are functions in the slow variable x. They vanish at the points Oi

• The profiles Rλ
i which take into account the singular behavior of wδ near the points Oi.

Proof: It is made by induction on N . Suppose that the terms of the expansion are built up order N − 1.
The exterior term W

N−1,K−(N−1)
− is determined up to an affine function on Y , denoted by αN−1(x)Y +

βN−1(x). The interior term wN−1
+ solves a mixed Dirichlet-Neumann problem for the Biharmonic operator,

with all data smooth and flat near the points Oi. This allows a decomposition of the later into regular and
singular parts, that is:

wN−1
+ (x) = w

N−1,K−(N−1)
+ (x) +

2∑
i=1

χ(ri)
∑

λ∈S(K−(N−1))

ciN−1,λs
λ(ri, θi).

In this way, and making use of the transmission conditions, we obtain αN−1(x) = ∂nw
N−2,K−(N−2)
+|Γ0 and

βN−1(x) = w
N−1,K−(N−1)
+|Γ0 , which fix completely the term W

N−1,K−(N−1)
− .

As said before, we replace the singular parts sλ by their counterparts Rλ
+ and define

w̃N−1
+ = w

N−1,K−(N−1)
+ +

2∑
i=1

χ(ri)

 ∑
λ∈S(K−(N−1))

ci
N−1,λ

[log δ] δλRλ
+( riδ , θi)

 ,

w̃N−1
− = W

N−1,K−(N−1)
− (x,

y

δ
) +

2∑
i=1

χ(ri)

 ∑
λ∈S(K−(N−1))

ci
N−1,λ

[log δ] δλRλ
−( riδ , θi)

 .

Thus, we set

kN−1
δ+ =

2∑
i=1

χ(ri)

 ∑
λ∈S(K−(N−1))

ci
N−1,λ

δλ
[
Rλ

+ − sλ
] ,

kN−1
δ− =

2∑
i=1

χ(ri)
(∑

λ∈S(K−(N−1)) c
i
N−1,λ

δλRλ
−

)
,

GN−1
δ1 = −

(
M+k

N−1
δ+ −M−kN−1

δ−

)
, GN−1

δ2 = −
(
T+k

N−1
δ+ − T−kN−1

δ−

)
,

HN−1
δ1 = −M−kN−1

δ− , H l
δ2 = −T−kN−1

δ− .
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Like above, we can assert that

∆2kN−1
δ+ =

N∑
p=1

δpFN−1,p
+ [log δ] + f

N−1(N)
+ ,

∆2kN−1
δ− =

N∑
p=0

δpFN−1,p
− [log δ] + f

N−1(N)
− ,

GN−1
δ1 =

N∑
p=0

δpGN−1,p
1 [log δ] +G

N−1(N)
1 ,

GN−1
δ2 =

N∑
p=0

δpGN−1,p
2 [log δ] +G

N−1(N)
2 ,

HN−1
δ1 =

N∑
p=0

δpHN−1,p
1 [log δ] +H

N−1(N)
1 ,

HN−1
δ2 =

N∑
p=0

δpHN−1,p
2 [log δ] +H

N−1(N)
2 ,

where the remainders fN−1(N)
+ , fN−1(N)

− , GN−1(N)
1 , GN−1(N)

2 , HN−1(N)
1 and HN−1(N)

2 have L2-norms of
order O(δN ),as δ → 0. Exploiting the remainder rN−1

δ , we can identify the problem solved by WN,K−N
− ,

that is 
∂4
yW

N,K−N
− = A2W

N−2,K−(N−2)
− +A4W

N−4,K−(N−4)
− + TN−4(F `,k− ),

∂3
yW

N,K−N
− = T2W

N−2,K−(N−2)
− + 1

D−
TN−3(H`,k

2 ),

∂2
yW

N,K−N
− = M2W

N−2,K−(N−2)
− + 1

D−
TN−2(H`,k

1 ),

where Tq(ψ`,k) denotes the contribution of the Taylor developments of the functions ψ`,k [log δ] on Y = 0,
for ` ≤ N−1, at order q, in the expansions of ∆2k `δ−,H`

δ1 andH`
δ2 on powers of δ. This allows to determine

WN,K−N
− , up to an affine function in Y denoted by αN (x)Y + βN (x) (this last one can not be fixed until

the interior term wN+ is determined).
In the same way, we can computeWN+1,K−(N+1)

− ,WN+2,K−(N+2)
− andWN+3,K−(N+3)

− up to an affine
function on Y. This allows to write the problem solved by the interior term wN+ :



D+∆2wN+ = −
∑

`+k=N

F `,k+ [log δ] in Ω+,

M+(wN+ ) = D−

[
∂2
yW

N+2,K−(N+2)
− −M2W

N,K−N
−

]
+ TN (G`,k1 ) on Γ0,

T+(wN+ ) = D−

[
∂3
yW

N+3,K−(N+3)
− − T2W

N+1,K−(N+1)
−

]
+ TN (G`,k2 ) on Γ0,

wN+ = 0 = ∂nw
N
+ on Γ.

(10)

Similarly, recalling the above problem, we split again wN+ into regular and singular parts :

wN+ (x) = wN,K−N+ (x) +

2∑
i=1

χ(ri)
∑

λ∈S(K−N)

ciN,λs
λ(ri, θi),
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and identify αN (x) = ∂nw
N−1,K−(N−1)
+|Γ0

and βN (x) = wN,K−N
+|Γ0 .

We set rNδ = wδ −
N∑̀
=0

δ`w̃`, we obtain for any integer P > N

D+∆2rNδ,+ = −
P∑

p=N+1

δp

( ∑
`+k=p
`≤N

F `,k+ [log δ]

)
+O(δP ) in Ω+

D−∆2rNδ,− = O(δN−3) in Ωδ
−[

rNδ
]

= 0 on Γ0,[
∂nr

N
δ

]
= O(δN ) on Γ0,

M+

(
rNδ,+

)
= M−

(
rNδ,−

)
+O(δN−1) on Γ0,

T+

(
rNδ,+

)
= T−

(
rNδ,−

)
+O(δN−2) on Γ0,

M−

(
rNδ,−

)
= O(δN−1) on Γδ,

T−

(
rNδ,−

)
= O(δN−2) on Γδ,

rNδ,+ = ∂nr
N
δ,+ = 0 on Γ.

(11)

As for the smooth case – see [RV08] – we obtain∥∥rNδ,+∥∥H2(Ω+)
+
∥∥rNδ,−∥∥H2(Ωδ−)

≤ C [log δ] δN−
5
2 .

We can improve this estimate by setting

rNδ = rN+3
δ +

N+3∑
`=N+1

δ`w` = rN+3
δ +

N+3∑
`=N+1

δ`w`,K−` [log δ] +
2∑
i=1

χ(ri)
N+3∑
`=N+1

ciλδ
`+λRλ(

ri
δ
, θi),

the terms w`,K−`+ , W `,K−`
− have a polynomial dependance in log δ. We obtain, in the initial coordinates in

Ωδ
− ∥∥∥w`,K−`+

∥∥∥
H2(Ω+)

= O([log δ]),
∥∥∥w`,K−`−

∥∥∥
H2(Ωδ−)

= O(δ−
3
2 [log δ]).

Moreover, the behavior at infinity of the profiles gives∥∥∥δλRλ(
ri
δ
, θi)

∥∥∥
H2(Ω+)

= O ([log δ]) and
∥∥∥δλRλ(

ri
δ
, θi)

∥∥∥
H2(Ωδ−)

= O ([log δ]) .

Thus, we obtain ∥∥rNδ,+∥∥H2(Ω+)
+ δ

3
2

∥∥rNδ,−∥∥H2(Ωδ−)
= O(δN ).

4 Construction of the profiles

This section is devoted to the construction and analysis of the so called profiles, which enter the asymp-
totic expansion as counterparts of the interior singularities. As already mentioned, they solve the totally
homogeneous problem (P∞) in the infinite domain Q, cf. Fig. 2.

We first establish existence of profiles in a variational framework (sections 4.1-4.2), and then expand
them at infinity using the Mellin transform (section 4.3). Altogether, we shall prove Theorem 2.3.
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4.1 Existence of profiles: variational framework

We will make use of the non-homogeneous problem

D+∆2Z+ = f+ in Q+

D−∆2Z− = f− in Q−,

[Z] = 0 ; [∂nZ] = 0 on G0,

M+(Z+) = M−(Z−) + g1 on G0,

T+(Z+) = T−(Z−) + g2 on G0,

M−(Z−) = h1 ; T−(Z−) = h2 on G,

Z+ = 0 ; ∂nZ+ = 0 on G+,

Z− = 0 ; ∂nZ− = 0 on G1,

(12)

where f+, f−, g0, g1, g2, h1, h2 are given functions. The problem being posed in an infinite Problem, we
will make use of weighted Sobolev spaces to enter the variational framework of the Lax-Milgram Lemma.
The variational problem associated with (12) reads

a(Z, φ) = F (φ),

with the bilinear form

a(Z, φ) =
∑
±

∫
Q±

[
D±

(
∂2

1Z± + µ±∂
2
2Z±

)
∂2

1φ± + 2(1− µ±)∂12Z±∂12v±

+
(
∂2

2Z± + µ±∂
2
1Z±

)
∂2

2φ±

]
dx,

and the linear form

F (φ) =
∑
±

∫
Q±

f±φ±dx +

∫
G0

(g1∂nφ+ − g2φ+) dσ +

∫
G

(h1∂nφ− − h2φ−) dσ.

Existence and uniqueness is ensured in the weighted variational space (the weight 〈x〉 only affects the
behavior at infinity: 〈x〉2 = 1 + |x|2)

B =

{
Z ; ∂αZ

|α|=2
∈ L2(Q),

Z

〈x〉2
∈ L2(Q),

∇Z
〈x〉
∈ L2(Q), Z = 0 ; ∂nZ = 0 on G+ ∪G1

}
⊂ H2

loc(Q).

Using the Lax-Milgram lemma, we get the following result.

Lemma 4.1 If the right-hand sides satisfy

• 〈x〉2f+ ∈ L2(Q+), 〈x〉2f− ∈ L2(Q−),

• 〈x〉
1
2 g1 ∈ L2(G0), 〈x〉

1
2h1 ∈ L2(G),

• 〈x〉
3
2 g2 ∈ L2(G0), 〈x〉

3
2h2 ∈ L2(G),

17



then Problem (12) admits a unique solution Z belonging to the space B.

Proof: The continuity of the bilinear form a is also clear. For the coercivity, we can take advantage of
the homogeneous Dirichlet conditions on G+, we may write down an angular Poincaré inequality, which
gives the coercivity in the weighted space after radial integration. By similar arguments, we show that the
condition on the right-hand sides ensures the continuity of the linear form F over B. For more details,
see [Via03, Chap.2].

Our aim is to build a solution Rλ to Problem (P∞), which is nothing but (12) with zero right-hand side,
and the additional condition at infinity Rλ ∼ sλ∗ – the extension sλ∗ of the interior singularity is defined
by (3). Of course, the only solution in B of Problem (12) with zero right-hand side is Z = 0, and it does not
fulfill the asymptotic condition R ∼ sλ∗ in (P∞). Furthermore, since sλ∗ does not belong to the space B for
λ large, we will need a preliminary step before we enter the variational framework. This is done in the next
paragraph.

4.2 Algorithmic construction of profiles: supervariational structure

The procedure developed here allows the use of the variational framework previously described. The terms
that will be constructed naturally belong to (semi-)homogeneous spaces. Recalling that (R,Θ) denotes the
polar coordinates in Q+, and the cartesian ones in Q− (see Figure 2), we define for µ ∈ C

Sµ(Q+) =

{ ∑
`≥0, finite

Rµ log`Rφ`(Θ) ; φ` ∈ C∞[0, π]

}
,

Sµ(G0) =

{ ∑
`≥0, finite

c` R
µ log`R ; c` ∈ C

}
,

Sµ(Q−) =

{ ∑
`≥0, finite

Θ`v`(R) ; v` ∈ Sµ(G0)

}

Finally, Sµ(Q) will denote the space of functions whose restrictions to Q+ and Q− respectively belong to
Sµ(Q+) and Sµ(Q−), which are continuous acrossG0. Since no condition is imposed on the normal deriva-
tives on G0, the space Sµ(Q) is not a subset of H2(Q). However, this space is natural for the forthcoming
algorithmic construction. Technically we will need to lift such defects in the jumps of normal derivatives.
This is done thanks to the following lemma.

Definition 4.2 Given a function ϕ in H2(Q+ ∪Q−), we denote by [∂nϕ] the jump of its normal derivative
across G0, and we define the extension E (ϕ) by

E (ϕ) =

{
ϕ in Q+,

ϕ− [∂nϕ](Θ− π) in Q−.

The function E (ϕ) belongs to H2(Q).
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Coming back to the problem of existence for (P∞), we can easily give a positive answer in the case
where Re(λ) < 1. Indeed, the function −E (sλ∗) belongs to Sλ(Q) + Sλ−1(Q) and satisfies Problem (12)
with the right-hand sides

f+ = 0, f− = D−∆2E (sλ∗) ∈ Sλ−4(Q−) + Sλ−5(Q−),

g1 = −M−(E (sλ∗)) ∈ Sλ−2(G0) + Sλ−3(G0), g2 = −T−(E (sλ∗)) ∈ Sλ−3(G0) + Sλ−4(G0),

h1 = M−(E (sλ∗)) ∈ Sλ−2(G) + Sλ−3(G), h2 = T−(E (sλ∗)) ∈ Sλ−3(G) + Sλ−4(G).

For Re(λ) < 1, the functions f−, f+, g1, h1, g2, h2 are decreasing enough at infinity to satisfy the conditions
of Lemma 4.1 at infinity. However, to remove the singular behavior near R = 0, we use a radial cut-
off function ψ, vanishing near 0, and equal to 1 for R large, and consider −ψE (sλ∗) instead. As a result,
the previous right-hand sides are replaced with functions smooth functions decreasing at infinity, and thus
fulfilling requirements of Lemma 4.1. This ensures existence (and uniqueness) of Z ∈ B solution of the
same problem, and Rλ := Z + ψE (sλ∗) satisfies Problem (P∞).

Of course, this does not work for λwith larger real part. The idea is to substract “supervariational” terms
to get back to this situation. Precisely, we will build show the result

Proposition 4.3 Let λ ∈ S. There exist an integer p, terms Rλ,µ ∈ Sµ(Q) (for µ ∈ λ − N) and Zλp ∈ B
such that

ψ
(
Rλ,λ + Rλ,λ−1 + Rλ,λ−2 + · · ·+ Rλ,λ−p

)
+ Zλp

is a solution of Problem (P∞). The first term satisfies Rλ,λ = sλ∗ .

Proof:
• Step 1. Formal calculus. Consider a formal series σ =

∑
`≥0 K

λ−` where Kλ−` ∈ Sλ−`(Q). We assume
that σ formally solves Problem (P∞), and we identify terms with same power of R, using the expression of
the following operators involved in Q−:

∆2 = ∂4
R + 2∂2

R∂
2
Θ + ∂4

Θ,

M− = D−
[
ν−∂

2
R + ∂2

Θ

]
,

T− = D−
[
(2− ν−) ∂Θ∂

2
R + ∂3

Θ

]
.

Likewise, the operators ∆2,M+ and T+, involved in Q+ are expressed in polar coordinates (their expres-
sions are homogeneous in R). We get the following two problems

∆2Kλ−` = 0 in Q+

M+K
λ−`
+ = g+ θ = π

T+K
λ−`
+ = h+ θ = π

Kλ−`+ = 0 θ = 0

∂θK
λ−`
+ = 0 θ = 0,

(13)
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with g+ = D−

[
∂2

ΘK
λ−`−2
− + ν−∂

2
RK

λ−`
−

]
and h+ = D−

[
∂3

ΘK
λ−`−3
− + (2− ν−) ∂Θ∂

2
RK

λ−`−1
−

]
, and

∂4
ΘK

λ−`
− = f− Θ ∈ (π, π + 1)

∂3
ΘK

λ−`
− = g̃− Θ = π + 1

∂2
ΘK

λ−`
− = h̃− Θ = π + 1

∂ΘK
λ−`
− = g− Θ = π

Kλ−`− = h− Θ = π

(14)

with f = −2∂2
Θ∂

2
RK

λ−`+2
− − ∂4

RK
λ−`+4
− , g̃− = − (2− ν−) ∂Θ∂

2
RK

λ−`+2
− , h̃− = −ν−∂2

RK
λ−`+2
− , g− =

1
R∂ΘK

λ−`+1
+ , and h− = Kλ−`+ (where we have used the convention Kµ = 0 for µ > λ).

We give existence results in spaces Sµ(Q) for Problems (13) and (14) in lemmas 4.4 and 4.5 below.

• Step 2. Effective construction of the terms. We consider Problem (14) for ` = 0. Since f, g̃, h̃, and g− all
vanish in this case, we end up with Kλ−(R,Θ) = Kλ+|G0(R) (independent of Θ), the term Kλ+ is still being
unknown at this stage. We continue with Problem (14) for ` = 1, leading to

Kλ−1
− (R,Θ) =

Θ− π
R

∂ΘK
λ
+|G0(R) + Kλ−1

+ |G0(R).

(once again, Kλ−1
+ will be determined, later). Proceeding in the same way for ` = 2 and ` = 3, we obtain

more complicated formulæ, we will not detail here. We just indicate here the relations

∂2
ΘK

λ−2
− (R, π) = −ν−∂2

RK
λ
−(R, π) and ∂3

ΘK
λ−3
− (R, π) = (ν− − 2)∂θ∂

2
RK

λ−1
− (R, π). (15)

We now come back to ` = 0 and consider Problem (13). Thanks to equations (15), the right hand-sides g+

and h+ vanish for ` = 0. It is then natural to set Kλ+ = sλ. Since Kλ−(R,Θ) = Kλ+|G0(R), we get Kλ = sλ∗
– compare with (3).

It turns out that the computation of the right-hand sides g+ and h+ is possible at any order, even if the
resolution of the involved term Kλ−`−k is only partial (up to an affine function of Θ). Furthermore, since
∂RK ∈ Sµ−1(Q) if K ∈ Sµ(Q), we have g+ ∈ Sλ−`−2(G0) and h+ ∈ Sλ−`−3(G0). Lemma 4.4 below
ensures existence of Kλ−` in Sλ−`(Q+). The interior term Kλ−` being known, Problem (14) is well defined
with right-hand side in Sλ. It admits a solution in Sλ−`(Q−) thanks to Lemma 4.5.

We are hence able to build the sequence of terms (Kλ−`)`≥0 so that the series σ formally solves Prob-
lem (P∞).

• Step 3.Construction of a solution to problem (P∞). Beyond the previous formal derivation of terms, we
need the variational framework to show existence of a solution. By construction, the sum

R = −E
(
ψ(Kλ + Kλ−1 + Kλ−2 + · · ·+ Kλ−p)

)
solves Problem (12) for a smooth right-hand side with strong decreasing at infinity: for anyF ∈ {f+, f−, g1, g2, h1, h2},
there exists κ with compact support such that:

F − κ ∈
4⊕
`=1

Sλ−p−`(Q). (16)

The term κ comes from the cut-off. Hence, for p large enough, i.e. p > Re(λ) + 3/2, Lemma 4.1 ensures
existence and uniqueness of Zλp ∈ B solution of the same problem. By linearity, R + Zλp is a solution of
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Problem (P∞). To get the stated result, we just have to remark that for ϕ ∈ Sλ(Q), E (ϕ) = ϕ + q with
q ∈ Sλ−1(Q) : for ` ≥ 1, the term Rλ,λ−` is given by

Rλ,λ−` = Kλ−` + E (Kλ−`+1)− Kλ−`+1.

Lemma 4.4 If g+ ∈ Sµ−2(G0) and h+ ∈ Sµ−3(G0), there exists R+ ∈ Sµ(Q+) solution of (13). The
solution is unique if µ /∈ S.

Proof: This can be proved by elementary arguments using polar coordinates and an explicit form for
elements in Sµ(Q+). It is also possible to derive this result by Mellin transform, see [Dau88, Chap. 4].

Lemma 4.5 If f− ∈ Sµ(Q−), g̃−, h̃− ∈ Sµ(G), and g−, h− ∈ Sµ(G0), there exists a unique solution
R− ∈ Sµ(Q−) of (14).

Proof: This is elementary since the resolution in Θ may be written explicitly.

4.3 Behavior at infinity: subvariational expansion

For a function φ+ defined in Q+, we define its Mellin transform φ̂+ for Λ ∈ C as

φ̂+(Λ,Θ) =

∫ +∞

0
R−µφ+(R,Θ)

dR

R
.

If Λ = ξ + iη, this correspond to a Fourier transform in η of the function etξφ+(et,Θ), with t = logR and
Θ being a parameter. Likewise, the Mellin transform of a function φ− defined inQ− is given by the formula

φ̂−(Λ,Θ) =

∫ +∞

0
R−µφ−(R,Θ)

dR

R
.

The use of the Mellin transform allows to transform Problem (12) into a one-dimensional boundary
value problem in the variable Θ, the dual variable Λ becoming a parameter.

We will apply the Mellin transform to the function φ defined by

φ(R,Θ) = χ(R)Zλp(R,Θ), (17)

where Zλp is the variational solution involved in Proposition 4.3, and χ a radial cut-off function vanishing
near 0, and equal to 1 near away from a neighborhood of 0.

Proposition 4.6 The Mellin transform φ̂ of φ is holomorphic for Re(Λ) > 3/2, and admits a meromorphic
extension to the whole complex plane. The poles are contained in the set Sλ, where Sλ =

⋃
P>0 S

λ
P ,

see (4).

Proof: By definition of the variational space B, the function R 7→ R−2φ(R,Θ) belongs to L2(0,+∞).
Hence, φ̂+ is defined a an L2 function – in the variable Im(Λ) – for Re(Λ) ≥ 1, and φ̂− for Re(Λ) ≥ 3/2,
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both being holomorphic in the corresponding complex open sets. Applying the Mellin transformation to
Problem (12), we get equations (18) and (19).

D+

[
(Λ− 2)2 + ∂2

Θ

][
Λ2 + ∂2

Θ

]
φ̂+(Λ) = f+(Λ− 4) Θ ∈ (0, π) ,

D+

[
− ∂3

Θφ̂+(Λ) +
(
(ν − 2)

(
Λ2 − Λ

)
+(1− 2ν)Λ− 2(1− ν)

)
∂Θφ̂+(Λ)

]
= g2(Λ− 3) +D−

[
∂3

Θφ̂−(Λ− 3)

+(2− ν)
(
Λ2 − 3Λ + 2

)
∂Θφ̂−(Λ− 1)

]
Θ = π,

D+

[
∂2

Θ + νΛ2 + (1− ν)Λ
]
φ̂+(Λ) = g1(Λ− 2) +D−∂

2
Θφ̂−(Λ− 2)

+νD−(Λ2 − Λ)φ̂−(Λ) Θ = π,
(18)

D−∂
4
Θφ̂−(Λ) = f−(Λ)−D−

[
2
(
Λ2 − Λ

)
∂2

Θφ̂−(Λ + 2)

+Λ(Λ− 1)(Λ2 − 5Λ + 6)φ̂−(Λ + 4)
]

Θ ∈ (π, π + 1) ,

φ̂−(Λ) = φ̂+(Λ) Θ = π,

∂Θφ̂−(Λ) = ∂Θφ̂+(Λ + 1) Θ = π,

D−∂
2
Θφ̂−(Λ) = h1(Λ)− νD−

(
(Λ + 2)2

−(Λ + 2)
)
φ̂−(Λ + 2) Θ = π + 1,

D−∂
3
Θφ̂−(Λ) = h2(Λ)−D−(2− ν)

[
(Λ + 2)2

−(Λ + 2)∂Θφ̂−(Λ + 2)
]

Θ = π + 1,

(19)

where the data f±, g0, g1, g2, h1 and h2 come from the Mellin transform of the terms defined by the
right hand-side in the problem solved by the variational part Zλp (see proof of proposition 4.3) and from
the truncation. Using (16), we can easily show that these terms admit a meromorphic extension to C,
holomorphic in C \ {λ− p− 1, λ− p− 2, λ− p− 3, λ− p− 4}.

We will first build the meromorphic extension of φ̂(Λ) for Re(Λ) > 1/2. Let us consider Problem (18),
which has been written for Re(Λ) > 3/2, and show that its right hand-side may be defined for Re(Λ) > 1/2.
From fourth equation of Problem (19), ∂2

Θφ̂−(Λ) is obviously meromorphic for Re(Λ) > −1/2. Inserting
this information into the first equation of (19), we obtain that ∂4

Θφ̂−(Λ) is meromorphic for Re(Λ) > −5/2.
If we denote by Φ(Λ,Θ) the quantity

Φ(Λ,Θ) = ∂3
Θφ̂−(Λ− 3) + (2− ν)

(
Λ2 − 3Λ + 2

)
∂Θφ̂−(Λ− 1),

and write

Φ(Λ, π) = Φ(Λ, π + 1)−
∫ π+1

π
∂ΘΦ(Λ, ϑ)ϑ,

it appears that Φ(Λ, π) is meromorphic for Re(Λ) > 1/2. The same kind of arguments can be applied to
the other right hand-side of Problem (18). We can hence define a solution to that problem, meromorphic
for Re(Λ) > 1/2. Let us mention that new poles may appear, which were not present in the right-hand-
sides. They come directly from the operator, and are in the set S. It is clear that the obtained solution is an
extension of φ̂. The same argument can be repeated to get an extension to the whole complex plane.
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The decreasing at infinity being closely linked to the real part of the dual variable µ, we deduce from
the previous result an asymptotic expansion at infinity of the variational term Zλp .

Proposition 4.7 The variational term Zλp (defined in proposition 4.3) admits the following asymptotic ex-
pansion at infinity for any integer P :

Zλp =
∑
µ∈Sλ

−P<Re(µ)<3/2

Rλ,µ
p +O(R−P ), (20)

with Rλ,µ
p ∈ Sµ(Q).

Proof: We denote by m(Λ,Θ) the meromorphic extension obtained in proposition 4.6, and by M−1
ξ the

inverse Mellin transformation along the line Re(Λ) = ξ:

M−1
ξ m(R,Θ) =

∫
R
Rξ+iηm(ξ + iη,Θ)dη.

It is clear that M−1
ξ m = φ if ξ > 3/2 – the function φ is defined from the variational solution by (17).

Let us fix a < b such that the lines Re(Λ) = a and Re(Λ) = b do not meet the set Sλ. Integrating
Rξ+iηm(ξ + iη,Θ) along the boundary of the rectangle

a < ξ < b, −c < η < c,

we can show that the horizontal sides have a contribution vanishing as c goes to infinity, and get, thanks to
the Cauchy integral formula:

M−1
b m(R,Θ)−M−1

a m(R,Θ) =
∑

a<Re(µ)<b

Resλ=µ

(
Rλm(λ,Θ)

)
, (21)

the sum being extended to the poles µ ∈ Sλ of m. A simple computation shows that the residue at λ = µ
belong to the space Sµ(Q). It remains to see that, for a small, the inverse transform M−1

a m(R,Θ) is
strongly decreasing as R →∞. This is a classical result on the Mellin transformation, which follows from
the Plancherel identity. Taking b > 3/2 leads to the stated result.

Combining Propositions 4.3 and 4.7, we get the stated result, see Theorem 2.4.

Remark 4.8 In Proposition 4.7, the sub-variational terms Rλ,µ
p are unique. It is not the case for super-

variational ones defined in Proposition 4.3 since kernel elements of the interior problems may appear. We
emphasize that in our expansions µ is of the form λ− `, and hence is an element of the singular set S (this
phenomenon is called resonence).

Remark 4.9 It can be easily checked that our construction is consistent with the complex conjugation. We
precisely have Rλ̄,µ = Rλ,µ̄, up to kernel elements for super-variational terms.
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5 Concluding remarks

In this work, we have been able to build an asymptotic expansion for the solution of the problem of a plate
described by the Kirchhoff-Love model, surrounded by a thin stiffener on a portion of its boundary. The
expansion involves profiles which account for the presence of singularities due to the change of boundary
conditions in the limit problem. The presented results can be used to investigate the performance of ap-
proximate boundary conditions which are usually set on the boundary Γ (i.e. in the smooth case, where
the stiffener lies on the whole boundary) to replace the effect of the thin layer in a numerical computation,
cf. [Via05].

We conclude by mentioning several extensions which are more or less straightforward. Other external
boundary conditions may be treated in the same way, clamped boundary conditions on Γδ leading to a less
technical algorithmic construction between Ω+ and Ωδ

−. Likewise, the case where the right hand-sides of
Problem (Pδ) are not flat near the “corner” points O1 and O2 is similar, adding extra profiles arising from
their Taylor expansions at O1 and O2. Let us mention that the situation of a curved boundary near the
stiffener is not a direct adaptation of the present work, since singular functions are more delicate to describe.
More interesting is the case of a layer of stiffness δ−1: the profiles depend on δ and, beyond their expansion
at infinity, an expansion in δ is needed.
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