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Numerical simulation of friction noise
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a b s t r a c t

A numerical study to analyze friction noise being radiated when two rough and dry surfaces are rubbed
together, is presented in this paper. The explicit dynamic finite element software ABAQUS in 2D is used
to simulate the roughness noise. Coulomb’s friction law is used at the contact surface. This simulation
provided the local contact conditions such as local contact forces and contact stresses, but also the number
of impacts per second and their intensities. It is shown that roughness plays a crucial role to explain
roughness noise. The shocks between antagonist asperities are responsible of the transfer between the
kinetic energy of solids and the vibratory energy which produces the radiation of sound. It was also
shown that roughness noise level is simultaneously an increasing function of the logarithm of the surface
roughness and the sliding speed. Numerical results are in agreement with our experimental results and
previous studies.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Roughness noise is the friction sound radiated when two rough
surfaces are rubbed together under light normal load. Several fun-
damental studies on the friction noise can be found in the literature
[1–5]. The most important phenomenon responsible of vibration
and therefore of radiated sound is the interaction between surface
roughness and waviness on the contact region of Hertzian contacts
during sliding.

In addition to these theoretical studies, many experiments have
been realized in order to establish the phenomenology of the fric-
tion noise [6–12]. In [11], Ben Abdelounis et al. showed that under
normal light load and rough surfaces, the sliding solids are almost
uncoupled and therefore the contact does not modify the natural
frequencies of the sliding solids.

In this paper we present a numerical elastic model, using a tran-
sient dynamic approach, for predicting the sliding contact of rough
surfaces and the roughness noise that results from this contact.
The numerical approach allows us to calculate not only the level of
the friction-induced vibration but also the local contact parameters
such as frequency of impacts between antagonist asperities, their
intensity and dissipated energy.

The model described in this paper is based on real and Gaussian
topography of rough surfaces which is measured by a 2D profilome-
ter and discretized to a finite element model.
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2. Rough surface topography

The surface profiles used in this numerical simulation have
been measured on real sample surfaces which have been prepared
by electrical discharge machining (EDM). EDM process produces
random and homogeneous surface roughness. Topographic anal-
ysis shows a Gaussian and isotropic distribution of the asperities
heights. Table 1 gives the classical surface topography parameters.
More details of the topography of the used surfaces are given in
[11].

In Table 1, Ra is the arithmetic surface roughness, Sk and Ek
are respectively the Skewness and the Kurtosis of the topography
height distribution, Rsm is the asperities spacing, ! is the standard
deviation of the asperities heights distribution, ˛ and " are respec-
tively the attack angle and the apex angle such as 2˛ + " = 180◦

(Fig. 1).
Since the used surface profiles are Gaussians, all the classi-

cal topography parameters (Ra, !, Rq, Rz, Rsm) are correlated and
in particular a linear relationship is imposed between the mean
arithmetic surface roughness Ra and the distance between the sur-
face asperities Rsm (Fig. 2). In the following sections, both angular
(attack and apex angle) and Ra parameters have been chosen to
analyze our results.

3. Simulation details

3.1. Formulation problem

The two-dimensional finite element model is developed using
the commercial finite element code ABAQUS/Explicit 6.7-1. The
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Table 1
Surface roughness and topography parameters measured by profilometer on differ-
ent surfaces treated by electrical discharge machining (EDM).

Electrical discharge machining (EDM)

Ra (!m) 1 4.5 10 20 26
Sk −0.07 −0.03 0.17 0.25 0
Ek 3.1 3.15 2.96 2.9 2.83
Rsm (!m) 92 150 276 410 516
! (!m) 1.1 4.1 10 13 8.62
˛ (◦) 6.3 7.3 12.2 13 13.5
" (◦) 167.4 165.4 155.6 154 153

explicit dynamics analysis procedure in ABAQUS/Explicit is based
upon the implementation of an explicit integration rule together
with the use of diagonal element mass matrices. The equation of
motion is:

Mü(i) + F (i)
int = F (i)

ext (1)

where M is the mass matrix, Fint is the internal force vector, Fext is
the applied external forces including the calculated contact forces
and ü is the acceleration such as:

ü(i) = M−1(F (i)
ext − F (i)

int) (2)

The equations of motion are integrated using the explicit central
difference integration rule. The explicit central difference opera-
tor satisfies the dynamic equilibrium equations at the beginning of
the increment, t; the accelerations calculated at time t are used to
advance the velocity to time t +#t/2 and the displacement to time

Fig. 1. Attack angle ˛ and apex angle " of surface asperity.

Fig. 2. Linear variation of the asperities spacing parameter Rsm versus roughness
parameter Ra.

t +#t:





u̇(1+1/2) = u̇(1−1/2) + $t(i+1) +$t(i)

2
ü(i)

u(i+1) = u(i) +$t(i+1)u̇

(
i+

1
2

) (3)

where u̇ and u is the velocity and the displacement vectors and the
superscript i refers to the increment number in an explicit dynam-
ics step. It is to be noted that the explicit procedure requires no
iterations and no tangent stiffness matrix.

In order to achieve stability and convergence of the central dif-
ference method, the time increment #t must check the following
condition [13]:

$t ≤ Lmin
cd

where Lmin is the smallest element dimension in the mesh and
cd

√
(%0 + 2&0)/' is the dilatational wave speed of the material. %0

and&0 are the Lamé’s constants and' is the density of the material.
The stable time increment is equal to 10−7 s throughout this study.

3.2. Contact algorithm between deformable bodies

To determine exactly the contact parameters, such as contact
forces, contact pressure, shear contact, we adopted, in our simula-
tion the Lagrange multiplier method. The equations of this method
are constructed using Eq. (1) augmented by displacement con-
straints acting on contacting surfaces at time t(i+1):
{

Mü(i) + F (i)
int + G(i+1)F (i)

c = F (i)
app

G(i+1)
{

X(i) + ui+1 − ui
}

≤ 0
(5)

where F (i)
c is the contact force vector acting on the nodes of the

slave surface, G(i+1) is the global assembled matrix of the constraint
elementary matrices, F (i)

app is the applied external forces and X(i) is
the vector of nodes coordinates at time t(i).

For this method, in each increment of the analysis, the kinematic
state of the model is first advanced to a configuration predicted
without considering the contact (F (i)

c = 0). Then, the slave nodes
which are penetrating the master surface are determined. The
depth of each slave node’s penetration, the mass associated with
it, and the time increment are used to calculate the resisting force
required to oppose the penetration. The next step depends on the
type of master surface used. In the case of deformable bodies, the
master surface is formed by element faces and the resisting forces
of all the slave nodes are distributed to the nodes on the master sur-
face. The mass of each contacting slave node is also distributed to
the master surface nodes and added to their mass to determine the
total inertial mass of the contacting interfaces. These distributed
forces and masses are used to calculate an acceleration correction
for the master surface nodes. Acceleration corrections for the slave
nodes are then determined using the predicted penetration for each
node, the time increment, and the acceleration corrections for the
master surface nodes. These acceleration corrections are used to
obtain a corrected configuration in which the contact constraints
are enforced.

The friction law used here is the standard Coulomb friction
model. This model assumes that no relative motion occurs if the
equivalent frictional stress (eq is less than the critical stress, (crit,
which is proportional to the contact pressure, P:

(crit = &P (6)

where & is the friction coefficient. It was kept equal to 0.2.
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Fig. 3. Finite element mesh of 2D surface profile. The mesh is fine in contact side
and coarse in back side.

3.3. Finite element model

The sliding contact between two rough solids is described using
the finite elements method. For this end, a numerical dynamic
model is built. The two solids have an isotropic elastic behaviour
with a Young’s modulus E of 210 GPa, a Poisson’s coefficient )
of 0.3, a density ' of 7800 kg/m3 and a structural damping of
2%.

The finite element model was based on the real topography of
the rough surface. Since the used surface profiles are homogenous
and isotropic, no sliding direction is preferred. In addition, the 3D
model is highly time-consuming. The need to make the model as
simple as possible embodies the requirement to restrict the prob-
lem to a 2D plane strain finite element model. A surface model
was developed to takes into account the property of engineering
surface and suitable for implementation in FE software. It aims to
perform numerical analyses of the surface topography based on the
real topography of the surface. The interface is presented by two
elastic rough deformable surfaces in contact (120 × 8 mm2). The
model was meshed by a 7764 triangular 2D plane strain element
CPS3 (Fig. 3).

4. Results and discussion

The vibrational level Lv (dB) is defined as Lv (dB) =
20 log (VRMS/V0), where V0 = 10−9 m/s is the reference vibra-
tional velocity of all nodes of back side, V2

RMS = (1/Nt)(1/N)
∑

i,j

V2
i,j

where Vi,j is the velocity of node i at time j, N and Nt are respec-
tively the sums of the i nodes in the back side and the j increments
time.

The variation of the vibratory level Lv (dB) versus surface rough-
ness and sliding speed is shown in Fig. 4.

From these results it is clearly seen that Lv (dB) is simultaneously
a linear function of the logarithm of the surface roughness and the
sliding speed according to the following relationship:

$Lv (dB) = 20 log

[(
Ra2

Ra1

)n

.
(

V2

V1

)m
]

(7)

These results are in agreement with previous experimental
observations [6–11]. The exponents n and m are independent and
they are respectively: 0.82 ≤ n ≤ 0.97and 0.95 ≤ m ≤ 1.22.To explore
the effect of the amplitude and spacing roughness parameters on
the friction sound, the variation of the vibratory level Lv (dB) is plot-
ted versus (Rz/Rsm) ratio (Fig. 5). From this figure, it can be observed
that the variation of the vibratory level is also a linear function of
the (Rz/Rsm) ratio independently of the sliding speed in agreement

Fig. 4. Variation of the vibratory level versus (a) surface roughness and (b) sliding
speed.

Fig. 5. Variation of the vibratory level Lv (dB) versus (Rz/Rsm) for various sliding
speed.
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Fig. 6. Frequency and intensity of shocks versus (a) surface roughness and (b) sliding
speed.

Fig. 7. Dissipated vibratory power versus (a) surface roughness and (b) sliding
speed.

with the following logarithmic equation:

$Lv (dB) = 20 log
(

Rz
Rsm

)a

(8)

where a is a constant.
Indeed, in the case of sliding contact between rough surfaces,

the sound is produced by numerous impacts between antago-
nist asperities. If moreover the applied load is weak, the shocks
between antagonist asperities deform elastically the asperities
in contact and therefore normal random contact vibrations are
generated. The most important source of the energy dissipation,
which a share is radiated in the acoustic energy form, is the nor-
mal vibrations excited by the irregularities of the sliding surfaces
[3].

The variation of friction-induced vibration versus roughness and
sliding speed is controlled by the frequency of shocks, between
antagonist asperities surfaces, and their intensity. Both for increas-
ing surface roughness and sliding speed, the frequency of shocks
decreases, but their total intensity per unit time increases (Fig. 6),
leading to a greater dissipated vibratory power (Fig. 7), and there-
fore to a higher radiated noise.

Fig. 7 shows that the dissipated vibratory power P (W) for
N shocks is proportional to the surface roughness Ra (!m) and
the sliding speed. As, the vibratory dissipated power is pro-
portional to the vibratory level Lv (dB), the results of Fig. 7
are in agreement with the results presented in Fig. 4 (Lv (dB)
˛ log P (W) ˛ log(Ran·Vm) ˛ log(nc*E), where nc (shock/s) is the fre-
quency shocks and E is the dissipated energy (J)).

5. Conclusions

The numerical model used in this study shows that the vibra-
tory level Lv (dB) is a linear increasing function of the logarithm
of the surface roughness and the sliding speed in agreement with
our experimental results [11] and previous studies [6–10]. It is
concluded also that for sliding rough surfaces under light load
the fundamental mechanism of roughness noise, is the presence
of shocks occurring between antagonist asperities of sliding sur-
faces.
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