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This paper aims to apply the radiative transfer method to acoustical diffraction by obstacles. Some
fictitious sources are introduced at diffracting wedges and a transfer equation based on energy
balance determines the diffracted powers. It leads to a set of linear equations on diffracted powers
which can be solved in a finite number of steps. It is then possible to calculate the diffracted field
anywhere. Some applications to diffraction by obstacles of various shapes are presented. Results of
this method are compared with Geometrical Theory of Diffraction and BEM reference calculations.
It is shown that this method is particularly efficient in case of multiple diffraction where the
ray-tracing technique involves an infinite number of rays between a source and a receiver point.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2001467�

PACS number�s�: 43.20.Dk, 43.20.El �MO� Pages: 1326–1334
LIST OF SYMBOLS

�0 � solid angle of space;
� � acoustical domain;
� � surface of �;
� � set of diffracting points of �;
c � speed of sound;

m � attenuation factor;
W � energy density;
I � intensity vector;

G � energy density of direct field;
H ,H � intensity of direct field, magnitude;

D� � energetic coefficient of diffraction;
� � magnitude of actual sources;
� � magnitude of diffraction sources;

u ,	 ,
 � emission direction, emission angles;
v ,� ,� � incidence direction, incidence angles;

s � source point;
r � receiver point;

p ,q � diffraction point.

I. INTRODUCTION

The Geometrical Theory of Diffraction �GTD�, stated by
Keller1 in the 1960s, leads to an elegant description of dif-
fraction in terms of rays. Starting from a generalized Fer-
mat’s principle, GTD states the existence of diffracted rays
by wedges and peaks, creeping rays, and many others in
addition to the classical direct and reflected rays of geometri-
cal optics. It is then possible to predict the field in the
shadow zone of obstacles in a simple way, provided that all
paths from the source to the receiver point are listed. The
field at the receiver point is simply the sum of all the fields
attached to individual rays.

GTD has been successfully applied in acoustics for the
problem of single-edge diffraction2,3 and all problems of dif-
fraction around corners such as buildings or the top of the
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noise barriers. When the diffracting structure has more than
one point of diffraction, waves can be diffracted at each point
more than once. This is referred to as multiple diffraction,
and can lead to an unlimited number of possible paths for
diffracted rays. Pierce4 gives an approximate expression for
double-edge diffraction by a thick, three-sided barrier based
on concepts inherent to the GTD. His formulation is particu-
larly well suited for convex-shaped edges, small angles of
diffraction, and when the width of the barrier exceeds one
wavelength. It was used by Kurze5 to assess the efficiency of
wide barriers. The work of Medwin et al.6 is dedicated to
double diffraction in the time domain and is applicable to
any multiple diffraction. The technique consists in introduc-
ing an infinite number of infinitesimal sources at the first
edge, each of which spawns an infinite number of diffrac-
tions at the second edge. This method is applied by Ouis7 to
improve the evaluation of the insertion loss of a hard wedged
barrier. The multiple diffraction, up to second order, between
the top of the wedge barrier and its base is considered. In the
same context, Jin et al.8 predict the insertion loss of partially
inclined noise barriers considering multiple diffraction oc-
curring at convex as well as concave edges. Formulations for
single to triple diffracted waves are constructed based on
Kouyoumjian and Pathak’s diffraction theory.9 They show
that including additional diffraction at edges improves GTD
by removing many small oscillations in the frequency do-
main. In any case, all these methods take into account a finite
number of diffraction order. GTD is particularly well suited
in cases where the number of paths is limited or, at least,
where all paths can be clearly identified. But, in all other
cases, the determination of all source-receiver paths may
lead to unsuspected difficulties.

There exists another way to present geometrical acous-
tics: the so-called “standard procedure” or factor view
method in radiative transfer.10 It is based on a transfer equa-
tion which states the equilibrium of energy exchange be-
tween two facing surfaces. All rays traveling between these
two surfaces, including infinitely reflected ones, are taken

into account in the form of an integral equation.
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In acoustics, an application of this method leads to the
so-called “radiosity method,”11–14 which aims at the predic-
tion of reverberation time beyond the validity of Sabine’s
formula. Applied to the determination of SPL in rooms,15

vibrational levels in built-up structures16 or radiation of
sound,17 the radiative transfer approach provides an alterna-
tive to both the ray-tracing technique in room acoustics and
the statistical energy analysis in vibroacoustics. Related
works based on an energy approach include for room
acoustics18 and for noise radiated by structures.19

This paper aims to generalize the radiosity method to
account for diffraction, that is, to establish the transfer equa-
tion for diffraction sources. However, this study is limited to
diffraction by wedges and peaks. Diffraction by smooth ob-
jects such as cylinders involves creeping waves that are not
included in this work. For wedges and peaks, some fictitious
diffraction sources are introduced at diffracting vertices. The
total diffracted power of these sources is the sum of the
diffracted powers of the individual rays. The transfer equa-
tion for diffraction sources is established. In some cases of
multiple diffraction, i.e., where several diffraction sources
interact, it reduces to a linear set of equations on power of
diffraction sources. It is then possible to determine the dif-
fracted powers and so, the energy field in the whole acous-
tical domain. This method allows the solving of multiple
diffraction problems in a finite number of steps, to be com-
pared with the infinite number of rays needed in the classical
ray-tracing approach. Some results have been published20 in
a short note but limited to the particular two-dimensional
case. In this paper, the development of the method is com-
pletely detailed including the three-dimensional case.

The outline of the present paper is as follows. In Sec. II
all the theoretical material is presented, fictitious diffraction
sources are introduced, and the transfer equation which de-
termines their magnitude is derived from power balance. In
Sec. III, the transfer equation is solved in the case of a plane
wave incident on a three-dimensional wedge, and it is shown
that it is consistent with the classical solution of GTD. The
diffraction by double wedges is dealt with in Sec. IV. This
example highlights the method for solving the transfer equa-
tion and the difference with classical ray-tracing algorithms
of GTD. A more elaborate example is developed in Sec. V to
assess the power of the method.

II. RADIATIVE TRANSFER EQUATION

Let us denote by G the energy density attached to the
direct field and by H the intensity field. Expressions for di-
rect fields depend only on the dimension of the wave but not
on the kind of system. For instance, the decrease of energy of
a circular wave is the same in vibrating plates and on liquid
surfaces. The following expressions are valid for any isotro-
pic and homogeneous medium:

G�s,r� =
1 e−ms

n−1 , �1�

�0c s
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H�s,r� =
1

�0

e−ms

sn−1 u , �2�

where �0=2 and n=1 for plane waves, �0=2 and n=2 for
cylindrical waves, and �0=4 and n=3 for spherical waves.
c is the group speed, s= �s−r� the source-receiver distance,
and m is the attenuation factor to account for the decrease of
wave magnitude when traveling. H=cG denotes the magni-
tude of intensity vector H, and sometimes, for the sake of
brievety, G�s ,r� and H�s ,r� will be denoted G�s� and H�s�
with s= �s−r�.

In some cases, an obstacle located between the source
and the receiver can stop the direct field. The receiver is not
affected by the direct field, but can be affected by some
reflected or diffracted fields. It is then convenient to intro-
duce a visibility function V�s ,r� equal to 1 when r is visible
from s and 0 otherwise. Final expressions for direct field are

G�s,r� = V�s,r�
1

�0c

e−ms

sn−1 , �3�

H�s,r� = V�s,r�
1

�0

e−ms

sn−1 u . �4�

Thus, direct field is equal to zero in shadow zones of ob-
tacles.

Now, consider the field in a domain � induced by some
distributed actual sources s of power density �. The direct
field is simply the superposition of all individual direct
fields, that is, ��Gd� where d� is the Lebesgue measure in
�. Furthermore, waves when traveling are reflected by the
surface � of the domain and also diffracted by all wedges,
peaks, and more generally all singularities of the surface �.
The set of all diffracting lines is denoted �1 while the set of
all diffracting vertices is denoted �0. Some fictitious sources
are introduced at all these points where something occurs to
incident waves. The power of these fictitious sources is de-
noted by �, which may depend on the position of the source
but also on the emission direction and time for time-varying
problems. In any case, the field radiated by these sources is
��Gd� for reflection, d� being the surface measure on �,
��Gd� for diffraction by wedges, d� being the length mea-
sure on �1 and ��G for diffraction by peaks, the sum run-
ning over the set �0 of all diffracting peaks. Finally, the
complete field at any point is obtained by adding the contri-
butions of all types of sources. Therefore, the energy density
is at any r�� and at time t,

W�r,t� = �
�

��s,t − s/c�G�s,r�d�s + �
�

��p,u,t

− r/c�G�p,r�d�p + �
�1

��p,u,t

− r/c�G�p,r�d�p + �
p��0

��p,u,t − r/c�G�p,r� ,

�5�
and the intensity is
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I�r,t� = �
�

��s,t − s/c�H�s,r�d�s + �
�

��p,u,t

− r/c�H�p,r�d�p + �
�1

��p,u,t

− r/c�H�p,r�d�p + �
p��0

��p,u,t − r/c�H�p,r� ,

�6�

where s= �r−s� and r= �r−p�. u is the unit vector from the
source point s or p to the receiver point r and r /c �or s /c� is
the time delay for the propagation of energy from the source
point to the receiver point.

Let us turn to the determination of the unknown �. On
the surface � where reflection occurs, several reflection laws
can be adopted. The case of diffuse reflection has been de-
veloped in Ref. 15 and leads to an integral equation on the
potential � which has been solved using a collocation
method. Otherwise, a specular law of reflection leads to a
functional equation on �.21 In all cases where it works, the
method of image sources provides a solution of this func-
tional equation.

Consider now the case of diffraction. D��v ,u� is an en-
ergetic diffraction coefficient depending on two variables,
the incident direction v and the emission direction u. The
subscript � is used to specify that this coefficient also de-
pends on frequency. First, if � belongs to �0, the energetic
coefficient of diffraction D��v ,u� is defined as the ratio of
the emitted power dPemit per unit solid angle du about u and
the incident intensity Iinc stemming from v,

D��v,u� =
1

Iinc
�

dPemit

du
. �7�

Second, when � belongs to �1, D��v ,u� is defined as the
ratio of the emitted power dPemit per unit solid angle du
about u and per unit length d� of the edge, and the inci-
dent intensity Iinc stemming from v,

D��v,u� =
1

Iinc
�

dPemit

d�du
. �8�

When incident energy is distributed among all direc-
tions, the emitted power about u is the sum of contributions
of incident intensities leading to the detailed energy
balance,22

dPemit

du
or

dPemit

d�du
=� D��v,u�Iinc�v,t�dv , �9�

where Iinc is the incident intensity impinging on the dif-
fracting point p at time t and stemming from direct, re-
flected fields and the field diffracted by all other diffract-
ing wedges.

On the other hand, at a distance � of any diffraction
point, the emitted intensity is �H, and therefore the flux
crossing an infinitesimal solid angle is dPemit=du�H�n−1

=du�e−m� /�0 with the limit du� /�0 for small �. Substitution

in Eq. �9� then leads to
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��p,u,t�
�0

= �
�

D��v,u���s,t − s/c�H�s,p�d�s

+ �
�

D��v,u���q,v,t − r/c�H�q,p�d�q

+ �
�1

D��v,u���q,v,t − r/c�H�q,p�d�q

+ �
q��0

D��v,u���q,v,t − r/c�H�q,p� . �10�

This is a functional equation on the unknown � for both �0

and �1. Once the potential � is known, the field at any re-
ceiver point r is determined by applying Eqs. �5� and �6�.

III. DIFFRACTION BY WEDGE

In this section, the problem of a steady-state plane wave
diffracted by a wedge is solved using the method exposed in
Sec. II. The aim is to check whether the energy solution
agrees well with the classical GTD analysis in terms of rays.
So, consider a plane wave of intensity Iinc impinging on a
wedge with incidence v=� ,� as shown in Fig. 1. The edge
of the wedge is along the � axis. The outer angle of the
wedge is denoted �. For any emission direction u=	 ,
, the
diffracted potential � is given by Eq. �10� where the right-
hand side reduces to the direct field term, i.e., the first inte-
gral,

���,	,
�
4

= D���,�;	,
�Iinc. �11�

It is well known that all energy with incidence � is
diffracted into a cone of axis the edge of the wedge and of
half-angle �. This is the so-called Keller’s cone. The bi-
directional energetic coefficient of diffraction D��� ,� ;	 ,
�
then reduces to the particular form,

D���,�;	,
� = D���,	���
 − �� . �12�

It is found in the Appendix that D��� ,	�= �d�� ,	��2 is the

FIG. 1. Plane wave incident on a wedge with direction v. The emission
direction is denoted u.
energetic coefficient of diffraction at normal incidence,
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d�� ,	� being the classical diffraction coefficient used in
GTD. The energetic diffraction coefficient remains un-
changed when incidence and emission directions are inter-
changed following the reciprocity principle,

D���,	� = D��	,�� . �13�

Furthermore, the symmetry with respect to the medium plan
of the wedge implies that the coefficient is invariant under
the change of angle �→�−�,

D���,	� = D��� − �,� − 	� . �14�

Now, introducing Eqs. �11� and �12� into the third inte-
gral of Eq. �5� leads to the diffracted energy at any point r
=r ,	 ,z in cylindrical coordinates centered on the � axis,

Wdif = �
−�

�

���,	,
��G�p,r�d�

=
Iinc

c
�

−�

�

D���,	���
� − ��
d�

R�
2 , �15�

where 	, 
� are the emission angles at point p of coordinate
� on the edge toward r and R� is the distance between p and
r. To evaluate this last integral, the following result of the
theory of distributions is used;

� g�x���f�x��dx = �
i

g�xi�
�f��xi��

, �16�

where the sum runs over all zeros of f included in the range
of integration. It is found that the function f���=
�−�
=arctan�r / �z−���−� has a single zero �0=z−r / tan � which
corresponds to the unique point for which emission angle

0 toward r equals the incidence angle � �Fig. 2�. Then,

f���0� =
d
�

d�
=

1

1 +
r2

�z − ��2

�
d

d�
	 r

z − �

 =

r

R�
2 . �17�

Finally, the diffracted energy is

Wdif =
Iinc

c
D���,	� �

1

r
, �18�

that is, the energy is inversely proportional to the wedge-
receiver distance r. The decrease of the energy of the field
like 1/r well agrees with the decrease of the magnitude of
the field like 1/�r predicted by GTD.2

A numerical simulation is proposed to compare the re-
sults given by the radiative transfer method to those given by
the GTD. The edge outer angle is �=7 /4 rad. An incident
plane wave hits the wedge and gives rise to a reflected wave,

FIG. 2. The emission angle 
� depends on the receiver point r. There is a
single point p��0� where the emission angle equals the incidence angle �.
a diffracted wave, and a surface ray propagating along the
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wedge. The receiver point is assumed to be far enough from
the edge so that surface rays can be neglected. Two results
are shown in Fig. 3. On the one hand, the behavior of the
acoustical field around the wedge, at a constant distance r
=1.5 m from the edge, is represented in a plane perpendicu-
lar to the edge of the wedge. The frequency is 1.5 kHz. The
incident direction is �=217.5° from the right side of the
wedge, �=40° �Fig. 1�. In this problem, there are two bound-
ary lines that, respectively, mark the transition from illumi-
nation to shadow for the incident field �	=�−� and for the
reflected field �	=2�−−��. GTD is known to fail near
these geometrical boundaries, and so the radiative transfer
method which uses the diffraction coefficient of the GTD
also gives inaccurate results in these areas. Thus, both meth-
ods lead to similar results all around the wedge including
these transition areas where they both lead to unphysical re-
sults. On the other hand, the same calculation is performed
for a fixed position of the receiver point r=1.5 m, 	=27.5°

FIG. 3. Diffraction by a wedge of a plane wave with incidence �=217.5°.
�a� Comparison of the SPL vs 	 at r=1.5 m obtained from the radiative
equation �—� and GTD �---�. The frequency is 1.5 kHz. The boundaries of
direct field and diffracted field are, respectively, 	=�− and 	=2�−�
−. �b� Comparison of the SPL vs frequency at r=1.5 m and 	=27.5°
obtained from the radiative equation �—� and GTD �---�. The receiver point
is in the shadow area.
in the shadow area of the wedge, but versus frequency. Both
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methods are again in good agreement and show that the am-
plitude of the diffracted field decreases as the frequency in-
creases.

IV. DIFFRACTION BY DOUBLE WEDGE

Let us now arrive to multiple diffraction. The simple
case of double diffraction of a steady plane wave is solved
by using GTD and Eq. �10�. This example is chosen in order
to illustrate similarities and differences of GTD and Eq. �10�.

Consider a two-dimensional rigid three-sided barrier. An
incident plane wave with intensity Iinc is impinging on the
left-hand side, and one takes an interest in the evaluation of
the energy density on the other side of the barrier. Let us
introduce two fictitious diffraction sources at corners p1 and
p2 of powers �1 and �2. The incidence angle � and the
emission 	 are defined in Fig. 4. For the sake of simplicity,
�1�0� and �2��2� are denoted �1

− and �2
+. Equations on �1

−

and �2
+ are obtained by applying Eq. �10�:

�1
−

2
= IincD���,0� + �2

+H�l�D��0,0� , �19�

�2
+

2
= �1

−H�l�D���2,�2� , �20�

where l is the width of the barrier, �i is the outer angle of
corner pi. It has been assumed that the incident wave propa-
gates upwards, i.e., ��. Otherwise a term for direct inten-
sity must be added in the second equation. Applying again
Eq. �10� leads to �2 at any emission angle 	,

�2�	�
2

= �1
−H�l�D���2,	� . �21�

By using the relationship D���2 ,�2�=D��0,0� from Eq.
�14�, the solution of Eqs. �19� and �20� is

�1
− = Iinc

2D���,0�
1 − 42H2�l�D�

2 �0,0�
. �22�

And then,

�2�	� = Iinc
42D���,0�H�l�D���2,	�

1 − 42H2�l�D�
2 �0,0�

. �23�

The field at any point r on the right side of the barrier
below the top, i.e., 	��2− is given by Eq. �5� with the
only contribution of the diffracted field from p2:

W�r� = �2�	�G�r� , �24�

FIG. 4. Plane wave incident on a double wedge of width l with incidence
angle �. Two fictitious sources are located at p1 and p2.
where r= �p2−r�. Thus,
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W�r� =
Iinc

c

D���,0�D���2,	�

1 −
D�

2 �0,0�
l2

�
1

lr
, �25�

by assuming that the attenuation factor is zero, that is H�l�
=1/2l and G�r�=1/2cr. This expression for energy is
valid under the condition that D��0,0� / l�1.

Let us turn to the same problem by means of the GTD.
The pressure p2 at point p2 is determined by summing all
contributions of rays arriving at this point and can be written
as

p2 = p0D���,0�
e−ikl

�l
�
n=0

� �d�0,0�
e−ikl

�l
2n

, �26�

where p0 is the pressure of the incident plane wave at p1. The
first term of the infinite sum �n=0� is a single diffracted
wave, that is, the incident plane wave diffracted once at point
p1 before reaching p2. The second term �n=1� is a triple
diffracted wave, that is, the incident plane wave first dif-
fracted at point p1 and then diffracted at point p2, being
again diffracted at point p1 before reaching p2. Other terms
are for a greater number of round trips between p1 and p2.
The diffracted pressure at point r is

p�r� = p2d��2,	�
e−ikr

�r
�27�

=p0d��,0�d��2,	�
e−ikl

�l

e−ikr

�r
�
n=0

� �	d�0,0�
e−ikl

�l

2n

, �28�

where d��2 ,	�e−ikr /�r is the cylindrical acoustical wave
from the corner p2 to the observation point r. It is instruc-
tive to determine the energy W�r�= �p�r��2 /2�c of this
field. By squaring Eq. �28� and neglecting all cross-
product terms, it yields

W�r� =
�p0�2

2�c2 �d��,0��2�d��2,	��2
1

lr
�
n=0

� ��d�0,0��2
1

l
2n

�29�

=
Iinc

c

D���,0�D���2,	�

1 −
D�

2 �0,0�
l2

�
1

lr
, �30�

where Iinc= �p0�2 /2�c and D�= �d�2. The series converges
when D��0,0� / l�1. It is then apparent that GTD leads to
the same energy field as predicted by Eq. �10� provided
that all interferences between rays have been neglected.
The set of Eqs. �5�, �6�, and �10� can thus be considered as
an extension of geometrical acoustics in its strict sense,
that is, with no phase attached to rays, which includes
diffraction effects as done in GTD.

V. DIFFRACTION BY RECTANGLE

Consider a steady-state cylindrical wave of power �0

diffracted by a rectangular obstacle of dimensions a�b as
shown in Fig. 5. The incident wave is reflected on the front
wall and diffracted by the four corners denoted by pi with

i=1, . . . ,4. Thus, the direct field is �0G�s ,r� at any point r
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and the reflected field is �0G�s� ,r� where s� is the image
source given by reflection of s on the front wall.

At each diffracting corner is put a fictitious source �i�	�
whose particular values at angles 	=0 and 	=3 /2 are de-
noted �i

− and �i
+. Equations on �i

± are obtained by applying
Eq. �10�. No reflected ray can be diffracted and therefore the
second integral of Eq. �10� vanishes. Finally, �i

± is only re-
lated to direct intensity �0H�s� for points 1 and 2 and other
values of � j

±,

�1
+

2
= �2

+D�	0,
3

2

H�a� + �3

−D�	3

2
,
3

2

H�b�

+ �0D�	�1,
3

2

H�s1� , �31�

�1
−

2
= �2

+D��0,0�H�a� + �3
−D�	3

2
,0
H�b�

+ �0D���1,0�H�s1� , �32�

�2
+

2
= �1

−D�	3

2
,
3

2

H�a� + �4

+D�	0,
3

2

H�b�

+ �0D�	�2,
3

2

H�s2� , �33�

�2
−

2
= �1

−D�	3

2
,0
H�a� + �4

+D��0,0�H�b�

+ �0D���2,0�H�s2� , �34�

�3
+

2
= �1

+D�	0,
3

2

H�b� + �4

−D�	3

2
,
3

2

H�a� , �35�

�3
−

2
= �1

+D��0,0�H�b� + �4
−D�	3

2
,0
H�a� , �36�

�4
+

= �2
−D�	3

,
3
H�b� + �3

+D�	0,
3
H�a� , �37�

FIG. 5. Diffraction of a cylindrical wave emanating from s by a rectangle
a�b. Four fictitious sources of diffraction pi are localized at the corners
with powers �i

± in grazing directions. The image source for reflected rays on
the left side is s�.
2 2 2 2
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�4
−

2
= �3

+D��0,0�H�a� + �2
−D�	3

2
,0
H�b� , �38�

where s1, s2, �1, and �2 are defined in Fig. 5. This is a set of
linear equations on the eight unknowns �i

±. Furthermore, the
potential �i in all other directions 	 is also given by Eq. �10�,

�1�	�
2

= �2
+D��0,	�H�a� + �3

−D�	3

2
,	
H�b�

+ �0D���1,	�H�s1� , �39�

�2�	�
2

= �1
−D�	3

2
,	
H�a� + �4

+D��0,	�H�b�

+ �0D���2,	�H�s2� , �40�

�3�	�
2

= �1
+D��0,	�H�b� + �4

−D�	3

2
,	
H�a� , �41�

�4�	�
2

= �2
−D�	3

2
,	
H�b� + �3

+D��0,��H�a� . �42�

Thus, the functions �i�	� are well defined by the particular
values �i

±.
Finally, the field at any point r is given by adding the

contributions of the direct field, the reflected field and the
four diffracted fields. It yields

W�r� = �0G�s,r� + �0G�s�,r� + �
i=1

4

�i�	i�G�pi,r� , �43�

I�r� = �0H�s,r� + �0H�s�,r� + �
i=1

4

�i�	i�H�pi,r� , �44�

where 	i is the emission angle at point pi toward r. Remem-
ber that only some of the six fields can reach the point r
depending on its position, the others being stopped by the
obstacle.

Two numerical simulations are proposed in Figs. 6 and
7. The size of the rectangle is 10 m�2 m and the source
point is located at a distance of 4 m on the left of the rect-
angle and on the middle axis. In Fig. 6, the frequency range
of the sound source is the third octave band centered on
250 Hz, and the wavelength of sound is about 1.4 m, which
is not very different from the smaller dimension of the dif-
fracting object. In Fig. 7, the frequency range of the sound
source is the third octave band centered on 5000 Hz, and the
wavelength of sound is about 0.07 m, which is very small
with regards to the size of the diffracting object. For both
cases, two results are provided, on the one hand the SPL
from Eq. �43� is plotted at the centered frequency and on the
other hand, the BEM is employed. For BEM studies, calcu-
lations are performed every 25 Hz for the third-octave band
centered on 5000 Hz and every 5 Hz for the third-octave
band centered on 250 Hz, and the final result is the quadratic
average of these, or, in other words, is the rms value.

For both cases, the transfer equation leads to infinite
results in the vicinity of the boundaries between illuminated

and shadow zones. These boundaries are visible on the SPL
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map in Fig. 6�b� and in Fig. 7�b� and where they appear as
white areas. Oblique boundaries correspond to the limit of
influence of direct and reflected fields while others corre-
spond to the limit of influence of fields diffracted by the

FIG. 6. Diffraction of a cylindrical wave by a rectangular obstacle �10 m
�2 m�. SPL in dB around the obstacle predicted by �a� the boundary ele-
ment method and �b� the transfer equation. �c� Energy density along the
contour line beginning at the left bottom corner, with the boundary element
method �—� and with the transfer equation �---�. The frequency is 250 Hz.
opposite corner. It is well known that in the vicinity of these
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boundaries the acoustical field cannot be developed in terms
of rays. This is the same limitation as encountered in GTD
since the diffraction coefficient implemented in this calcula-
tion is the one of GTD.

The main difference between the result given by the

FIG. 7. Diffraction of a cylindrical wave by a rectangular obstacle �10 m
�2 m�. SPL in dB around the obstacle predicted by �a� the boundary ele-
ment method and �b� the transfer equation. �c� Energy density along the
contour line beginning at the left bottom corner, with the boundary element
method �—� and with the transfer equation �---�. The frequency is 5000 Hz.
BEM and the result from the transfer equation is that the
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fluctuations due to the existence of some remaining interfer-
ences are noticeable on the BEM result, while they do not
appear on the result from the transfer equation which is
based on the assumption that direct, reflected, and diffracted
waves are uncorrelated. These interferences have a major
effect when the wavelength of sound is close to the size of
the diffracting object as shown in Fig. 6�a�, and in this case,
the result given by the transfer equation only represents the
average behavior of the acoustical field around the rectangle
�Fig. 6�c��. However, when the frequency increases, or more
generally, when the ratio between the wavelength and the
size of the diffracting object decreases, the effect of interfer-
ences vanishes and, thus, both methods well agree as shown
in Figs. 7�a�–7�c�.

VI. DISCUSSION

One of the main advantages of the radiative transfer
method for the prediction of sound fields is that computation
times are significantly reduced compared to some other
methods such as the BEM. The calculations absolutely do
not depend on the wavelength of sound if parameters such as
atmospheric or material absorption coefficients do not de-
pend on frequency. Otherwise, the variations of these param-
eters define the frequency step to use in order to apply the
method. Thus, in the case of diffraction, the energetic diffrac-
tion coefficient depends on frequency: the magnitude of the
diffraction coefficient introduced in GTD decreases like
1/�k so the energetic diffraction coefficient decreases like
1/k, where k is the wave number. The allowed frequency
bandwidth for the study depends on the frequency variations
of the energetic diffraction coefficient: the frequency step is
chosen so that the diffraction coefficient does not vary much
on the bandwith. Thus, the change in the nature of the acous-
tical field will be well described by the radiative transfer
method, except for interference effects. However, as any ray
approach, this method cannot give accurate results for low
frequencies where the wavelength is of the same order as the
typical length of the problem. In such cases, wave-based ap-
proaches should be employed. For instance, the typical
lengths for the example of Sec. III �Figs. 1 and 3� are the
source-edge and edge-receiver distances. Ray theory then ap-
plies provided that these distances are larger than one wave-
length beyond the near-field influence. In the example of
Sec. IV �Fig. 4�, the distance between the two diffracting
lines must also be larger than one wavelength whereas in the
example of Sec. V �Figs. 5 and 7� length and width of the
rectangle must respect the same criteria. The method would
fail for arbitrarily small diffracting objects �Fig. 6�.

VII. CONCLUSION

In this paper, it has been proposed to apply the radiative
transfer approach to diffraction. The functional equation �10�
gives the power of fictitious sources of diffraction. The in-
terest of such an equation is to determine the total diffracted
power in any direction. All well-known results on diffraction
by wedges in the frame of GTD are recovered. Equation �10�

leads to a set of linear equations. By solving this system, it is
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possible to determine the total diffracted power by corners,
without following the rays as is usually done with the ray-
tracing technique.

The method has two main limitations. First, some un-
physical results are obtained in the vicinity of boundaries
between illuminated and shadow zones. This is the same
limitation as in GTD for same reason. Second, interference
effects cannot be described by the present method because
energies are added. This is an additional limitation which
does not occur in GTD.

Compared with BEM this method is CPU-time saving.
BEM is limited in practice to low frequencies. In the high
frequency range, the number of fictitious sources introduced
on the mesh is rapidly prohibitive in regard to current com-
puters. On the other hand, the number of fictitious sources
required in the transfer equation �10� does not depend on the
frequency, which leads to a constant CPU time at any fre-
quency. This provides an alternative method in the field of
high frequency diffraction.

Furthermore, this approach is better suited than GTD to
the case of multiple diffraction. All orders of diffraction are
simultaneously taken into account and thus, in practice, re-
sults are more accurate than using GTD where a limited
number of rays are used. Besides, it does not require the
knowledge of all ray paths between the source and the re-
ceiver point which can be tedious to determine in practice.
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APPENDIX

This Appendix concerns the evaluation of the energetic
diffraction coefficient D�. Consider an incident ray in the
direction v=� ,� impinging on a wedge at point q. The dif-
fracted field at any point r in the direction u=	 ,
 is given
by

pdif�r� = pinc�q�d
��,	�
e−ikR

�R
, �A1�

where k is the wave number, pinc�q� is the incident field at
the diffraction point q, and R= �q−r� is the distance mea-
sured along the diffracted ray. The diffraction coefficient
d
 depends on � and 	 the incidence and emission direc-
tions defined to the right side of the wedge �Fig. 1� and
also on the outer angle of the wedge � by means of the
wedge index �= /�. According to Keller’s law of
diffraction1 the angle of diffraction 
 equals the angle of
incidence � so that the diffracted rays emanating from q
belong to a cone whose axis is the diffracting edge. An
expression for d
 is derived using the method of steepest

2,4
descent,
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d
��,	� =
e−i/4� sin���

�2k sin 

� 1

cos��� − cos���	 + ���

+
1

cos��� − cos���	 − ��� . �A2�

d
 becomes singular on incidence or reflection boundaries.
This coefficient depends on the frequency through the wave
number k.

The diffracted intensity Idif�r�= �pdif�2 /2�c where c is the
sound speed, � is the fluid density, is from Eq. �A1�

Idiff�r� =
Iinc�q�

R
�d
��,	��2, �A3�

with Iinc�q�= �pinc�q��2 /2�c the incident intensity. By denot-
ing r=R sin 
 the edge-receiver distance, Eq. �A3� is writ-
ten by means of the diffraction coefficient d�� ,	� at nor-
mal incidence 
= /2,

Idif�r� =
Iinc�q�

r
�d��,	��2. �A4�

By comparing with Eq. �18� and noting that Idif=cWdif, it is
readily found that D��� ,	�= �d�� ,	��2. This is the ener-
getic diffraction coefficient at normal incidence.
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